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Use recursion tree method to determine a
good asymptotic upper bound on the
recurrence T(n)=3T(Ln2J)+n

Show the operation of HEAP-EXTRACT
-MAX on the heap
A=<15,13,9.5,12.8.7.4,0,6,2,1>

Show how quicksort performs under the
assumption of balanced versus unbalanced
partitioning.

If T(m) = 8T(n2) + n°, then [ind
(T (m).

Generate as optimal Huffman code for the
following set of frequencies :

a=4 b=5 e=T d=8e=10 =12 g=20

Find an optimal solution to the knapsack
instance n= 35, m=43, p[1:3]=(18, 20,
30,17, 24)and w [1 : 5} = (20, 5, 10, 15,7 ).

What is the smallest value of *»” such that
an algorithm whose running time is 100 n
runs faster than as algorithm whose running
time is 2" on the same machine 7
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(@) Discuss the advantages and disadvamages of
Backtracking technigue, giving examples.

(b} Prove that any comparison sort algorithm
requires €2 (n log n) comparisons in the
worsl case.

(a) Show that with the array representation for
sorting an n-clement heap, the leaves are the
nodes indexed by

Lw2J+1,La2J+2, .....,n

(h) [lustrate the Bucket Sort algorithm on the
array of elements
A=(079,0:13, 0:16, 0-64, 0-39, 0-20, 0-89,
0-53, 0-71, 0-42).

(@) Why do we analyze the expected running time
of a randomized algorithm and not its
worst-case-running time 7

(k) Consider a hash table of size m = 1000 and
a hash function, k& (k) = [m (k4 mod 1)] for
A =(sqrt(5) - 12, Compute the locations
to which the kevs 61, 62, 63, 64 and 65 are

mapped.
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