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Chapter-1

1.1 What Is Data Mining?

Data mining refers t@xtracting or mining knowledge from large amountsof date term is
actually a misnomer. Thus, daminingshould have been more appropriately nanasd

knowledge mining whiclemphasis on mining from large amounts of data.

It is the computational process of discovering patterns in large data sets involving methods at the
intersection of artificial inteljence, machine learning, statistics, and database systems
The overall goal of the data mining process is to extract information from a data set and

transform it into an understandable structure for further use

The key properties of data mining are
e Automatic discovery of patterns
e Prediction of likely outcomes
e Creation of actionable information

¢ Focus on large datasets and databases

1.2 The Scope of Data Mining

Data mining derives its name from the similarities between searching for valuablesbusine
information in a large databage for example, finding linked products in gigabytes of store
scanner datd and mining a mountain for a vein of valuable ore. Both processes require either
sifting through an immense amount of material, or intelligenthbmg it to find exactly where

the value resides. Given databases of sufficient size and quality, data mining technology can

generate new business opportunities by providing these capabilities:
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Automated prediction of trends and behaviorsData mining atomates the process of finding
predictive information in large databases. Questions that traditionally required extensive hands
on analysis can now be answered directly from the datquickly. A typical example of a
predictive problem is targeted markefirData mining uses data on past promotional mailings to
identify the targets most likely to maximize return on investment in future mailings. Other
predictive problems include forecasting bankruptcy and other forms of default, and identifying

segments o& population likely to respond similarly to given events.

Automated discovery of previously unknown patterns.Data mining tools sweep through
databases and identify previously hidden patterns in one step. An example of pattern discovery is
the analysis ofetail sales data to identify seemingly unrelated products that are often purchased
together. Other pattern discovery problems include detecting fraudulent credit card transactions

and identifying anomalous data that could represent data entry keying erro

1.3 Tasks of Data Mining

Data mining involvesix common classes of tasks:

e Anomaly detection (Outlier/change/deviation detection)i The identification of
unusual data records, that might be interesting or data errors that require further
investigation.

e Association rule learning (Dependency modelling)i Searches for relationships
between variables. For example a supermarket mighegdata on customer purchasing
habits. Using association rule learning, the supermarket can determine which products are
frequently bought together and use this information for marketing purposes. This is
sometimes referred to as market basket analysis.

e Clustering i is the task of discovering groups and structures in the data that are in some

way or another "similar”, without using known structures in the data.

e Classification 1 is the task of generalizing known structure to apply to new data. For
example,an email program might attempt to classify ammail as "legitimate" or as
"spam".

e Regressioni attempts to find a function which models the data with the least error.
DEPT OF CSE & IT
VSSUT, Burla



e Summarization i providing a more compact representation of the data set, including

visualization and report generation.
1.4 Architecture of Data Mining

A typical data mining system may have the following major components.

t

| User Interface

|
[ Paitern Evaluation
|

Knowledge
| Base
[ Diata Mining Engine

Y

Database or
Data Warehouse Server

| | data cleaning, integration and selection | I

Other Info
Repositories

1. Knowledge Base:

This is the domain knowledge that is used to guide the seamslaloate the

interestingnessf resulting patterns. Such knowledge can include concepthierarchies,
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used to organize attributes or attribute values into different levels of abstraction.
Knowl edge such as user beliefs, whi ch
interestingness based on utsexpectedness, may also be included. Other examples of
domain knowledge are additional interestingness constraints or thresholds, and

metadata (e.g., describing data from multiple heterogeneous sources).

Data Mining Engine:

This is essential to the data mining systemand ideally consists ofa set of functional
modules for tasks such as characterization, association and correlationanalysis,

classification, prediction, cluster analysis, outlier analysis, and evolutionanalysis.

Pattern Evaluation Module:

This component typically employs interestingness measures interacts with the data
mining modules so as to focus thesearch toward interesting patterns. It may use
interestingness thresholds to filterout discovered patterns. Alieety, the pattern
evaluation module may be integratedwith the mining module, depending on the
implementation of the datamining method used. For efficient data mining, it is highly
recommended to pusie evaluation of pattern interestingness as deepsassite into

the mining processso as to confine the search to only the interesting patterns.

User interface:

Thismodule communicates between users and the data mining system,allowing the
user to interact with the system by specifying a data mining quéagk, providing
information to help focus the search, and performing exploratory datamining based on
the intermediate data mining results. In addition, this componentallows the user to
browse database and data warehouse schemas or data structures,ewadadt

patterns, and visualize the patterns in different forms.
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1.5 Data Mining Process:

Data Mining is a process of discovering various models, summaries, and derived values from a
given collection of data.

The general experimental procedw@apted to datmining problems involves the following
steps:

1. State the problem and formulate the hypothesis

Most databased modeling studies are performed in a particular application domain.
Hence, domakspecific knowledge and experience are usuadigessary in order to come

up with a meaningful problem statement. Unfortunately, many application studies tend to
focus on the datenining technique at the expense of a clear problem statement. In this
step, a modeler usually specifies a set of variatdeshe unknown dependency and, if
possible, a general form of this dependency as an initial hypothesis. There may be several
hypotheses formulated for a single problem at this stage. The first step requires the
combined expertise of an application domaimd a datamining model. In practice, it
usually means a close interaction between the-mdatang expert and the application
expert. In successful dataining applications, this cooperation does not stop in the initial

phase; it continues during the eatdatamining process.

2. Collect the data

This step is concerned with how the data are generated and collected. In general, there are
two distinct possibilities. The first is when the dgeneration process is under the
control of an expert (modeler): thiapproach is known as a designed experiment. The
second possibility is when the expert cannot influence the gateration process: this is
known as the observational approach. An observational setting, namely, random data
generation, is assumed in mogatamining applications. Typically, the sampling
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distribution is completely unknown after data are collected, or it is partially and implicitly
given in the dataollection procedure. It is very important, however, to understand how
data collection affas its theoretical distribution, since such a priori knowledge can be
very useful for modeling and, later, for the final interpretation of results. Also, it is
important to make sure that the data used for estimating a model and the data used later
for teding and applying a model come from the same, unknown, sampling distribution. If
this is not the case, the estimated model cannot be successfully used in a final application

of the results.

3. Preprocessing the data

In the observational setting, data areally "collected” from the existing databses, data
warehouses, and data marts. Data preprocessing usually includes at least two common

tasks:

1. Outlier detection (and removal) i Outliers are unusual data values that are not
consistent with most observation€ommonly, outliers result from measurement
errors, coding and recording errors, and, sometimes, are natural, abnormal values.
Such nonrepresentative samples can seriously affect the model produced later. There

are two strategies for dealing with outliers

a. Detect and eventually remove outliers as a part of the preprocessing phase, or

b. Develop robust modeling methods that are insensitive to outliers.

2. Scaling, encoding, and selecting featurésData preprocessing includes several steps

such as variable scaling and different types of encoding. For example, one feature with
the range [ O, 1] and the other with the ra
in the applied technique; theylivalso influence the final datanining results differently.

Therefore, it is recommended to scale them and bring both features to the same weight

for further analysis. Also, applicatiespecific encoding methods usually achieve
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dimensionality reduction byroviding a smaller number of informative features for
subsequent data modeling.

These two classes of preprocessing tasks are only illustrative examples of a large
spectrum of preprocessing activities in a eataing process.

Datapreprocessing steps sld not be considered completely independent from other
datamining phases. In every iteration of the dateing process, all activities, together,
could define new and improved data sets for subsequent iterations. Generally, a good
preprocessing methodqvides an optimal representation for a daiaing technique by
incorporating a priori knowledge in the form of applicatgpecific scaling and

encoding.

4. Estimate the model

The selection and implementation of the appropriate-méang technique ishie main

task in this phase. This process is not straightforward; usually, in practice, the
implementation is based on several models, and selecting the best one is an additional
task. The basic principles of learning and discovery from data are giverapieCld of

this book. Later, Chapter 5 through 13 explain and analyze specific techniques that are
applied to perform a successful learning process from data and to develop an appropriate

model.

5. Interpret the model and draw conclusions

In most cases, damining models should help in decision making. Hence, such models
need to be interpretable in order to be useful because humans are not likely to base their
decisions on complex "bladkox" models. Note that the goals of accuracy of the model
and accuracyf its interpretation are somewhat contradictory. Usually, simple models are
more interpretable, but they are also less accurate. Moderrmdateg methods are
expected to yield highly accurate results using highdimensional models. The problem of
interpreting these models, also very important, is considered a separate task, with specific

DEPT OF CSE & IT
VSSUT, Burla



techniques to validate the results. A user does not want hundreds of pages of numeric
results. He does not understand them; he cannot summarize, interpret, and use them f

successful decision making.

State the problem

—

Collect the data

~

A

Perform preprocessing

Click To expand |

’

Estimate the model (mine the data)

Interpret the model & draw the conclusions

The Data mining Process

1.6 Classification of Data mining Systems:

The data mining system can be classified according to the following criteria:

e Database Technology
e Statistics

e Machine Learning

« Information Science

e Visualization

e Other Disciplines
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Some Other Classification Criteria:

o Classification according to kind of databases mined

o Classification according to kind of knowledge mined

» Classification according to kinds of techniques utilized
« Classification accordingptapplications adapted

Classification according to kind of databases mined

We can classify the data mining system according to kind of databases mined. Database system
can be classified according to different criteria such as data models, types efcd#ad the

data mining system can be classified accordingly. For example if we classify the database
according to data model then we may have a relational, transactional; oblgtbnal, or data

warehouse mining system.
Classification according to kind of knowledge mined

We can classify the data mining system according to kind of knowledge mined. It is means data

mining system are classified on the basis of functionalities such as:

e Characterization

e Discrimination

e Association and Correlation Analysis
o Classification

e Prediction

e Clustering

e Outlier Analysis

o Evolution Analysis
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Classification according to kinds of techniques utilized

We can classify the data mining system according to kind of techniques used. We can describes
these techniques according to degree of user interaction involved or the methods of analysis

employed.
Classification according to applications adapted

We can classify the data mining system according to application adapted. These applications are

as follows:

e Finance

e Telecommunications
e DNA

o Stock Markets

e E-mall
1.7 Major Issues In Data Mining:

eMining different kinds of knowledge in databases: The need of different users is
not the same. And Different user may be in interested in different kind of knowledge. Therefore

it is necessary for data mining to cover broad range of knowledge discovery task.

eInteractive mining of knowledge at multiple levels of abstraction.- The data mining process
needs to be interactive because it allows users to focus the search for patterns, providing and

refining data mining requests based on returned results.

eIncorporation of background knowledge. - To guide dscovery process and to express the
discovered patterns, the background knowledge can be used. Background knowledge may be
used to express the discovered patterns not only in concise terms but at multiple level of
abstraction.
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eData mining query languages ad ad hoc data mining.- Data Mining Query language that
allows the user to describe ad hoc mining tasks, should be integrated with a data warehouse

guery language and optimized for efficient and flexible data mining.

ePresentation and visualization of daa mining results.- Once the patterns are discovered it
needs to be expressed in high level languages, visual representations. This representations should

be easily understandable by the users.

eHandling noisy or incomplete data.- The data cleaning methods are required that can handle
the noise, incomplete objects while mining the data regularities. If data cleaning methods are not
there then the accuracy of the discovered patterns will be poor.

ePattern evaluation.- It refers b interestingness of the problem. The patterns discovered should

be interesting because either they represent common knowledge or lack novelty.

o Efficiency and scalability of data mining algorithms. - In order to effectively extract the
information from hug amount of data in databases, data mining algorithm must be efficient

and scalable.

e Parallel, distributed, and incremental mining algorithms. - The factors such as huge size of
databases, wide distribution of data,and complexity of data mining method&stedhe
development of parallel and distributed data mining algorithms. These algorithm divide the
data into partitions which is further processed parallel. Then the results from the partitions is
merged. The incremental algorithms, updates databasksuwihaving mine the data again

from scratch.

1.8 Knowledge Discoveryin Database$KDD)

DEPT OF CSE & IT
VSSUT, Burla



Some people treat data mining same as Knowledge discovery while some people view data
mining essential step in process of knowledge discovery. Here is the lispsfisvolved in

knowledge discovery process:

o Data Cleaning- In this step the noise and inconsistent data is removed.

o Data Integration - In this step multiple data sources are combined.

« Data Selection- In this step relevant to the analysis task are retrieved from the database.

o Data Transformation - In this step data are transformed or consolidated into forms
appropriate for mining by performing summary or aggregation operations.

o Data Mining - In this step intelligent methods are applied in order to extract data
patterns.

« Pattern Evaluation - In this step, data patterns are evaluated.

« Knowledge Presentation In this step,knowledge is represented.

DEPT OF CSE & IT
VSSUT, Burla



The following diagram shows the process of knowledge discovery process:

Evaluation &
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Architecture of KDD

1.9 Data Warehouse

A data warehouse is a subjertented, integrated, timeariant and notvolatile collection of

data in support of management's decisioRingaprocess.
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Subject-Oriented: A data warehouse can be used to analyze a particular subject area. For

example, "sales" can be a particular subject.

Integrated: A data warehouse integrates data from multiple data sources. For example, source A
and sourcd8 may have different ways of identifying a product, but in a data warehouse, there

will be only a single way of identifying a product.

Time-Variant: Historical data is kept in a data warehouse. For example, one can retrieve data
from 3 months, 6 months, Ifionths, or even older data from a data warehouse. This contrasts
with a transactions system, where often only the most recent data is kept. For example, a
transaction system may hold the most recent address of a customer, where a data warehouse can

hold dl addresses associated with a customer.

Non-volatile: Once data is in the data warehouse, it will not change. So, historical data in a data

warehouse should never be altered.
1.9.1 Data Warehouse Design Process

A data warehouse can be built usingadown approachabottomup approachor a

combination of both

e The topdown approach starts with the overall design and planning. It is useful in cases
wherethe technology is mature and well known, and where the business problems that must

be solvedare clear and well understood.

e The bottorup approach starts with experiments and prototypes. This is useful in the early
stage of business modeling and technology development. It allows an organization to move
forward at considerably less expense andualuate the benefits of the technology before

making significant commitments.

¢ In the combined approach, an organization can exploit the planned and strategic nature of
the topdown approach while retaining the rapid implementation and opportunistic

applcation of the bottorup approach.
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The warehouse design process consists of the following steps:

e Choose a business process to model, for example, orders, invoices, shipments, inventory,
account administration, sales, or the general ledger. If the bugireesss is organizational
and involves multiple complex object collections, a data warehouse model should be
followed. However, if the process is departmental and focuses on the analysis of one kind of
business process, a data mart model should be chosen.

e Choose the grain of the business process. The grain is the fundamental, atomic level of data
to be represented in the fact table for this process, for example, individual transactions,
individual daily snapshots, and so on.

e Choose the dimensions that wadpply to each fact table record. Typical dimensions are
time, item, customer, supplier, warehouse, transaction type, and status.

e Choose the measures that will populate each fact table record. Typical measures are numeric

additive quantities like dollarokl and units sold.
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1.9.2 A Three Tier Data Warehouse Architecture
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Operational databases External sources

Tier-1:

The bottom tier is a warehouse database server that is almost always a relationaldatabase
system. Baclend tools and utilities are used to feed data into bbgomtier from
operational databases or other external sources (such as customer profileinformation
provided by external consultants). These tools and utilities performdataextraction,
cleaning, and transformation (e.g., to merge similar data from ditsena@rces into a

unified format), as well as load and refresh functions to update thedata warehouse . The

data are extracted using application programinterfaces known as gateways. A gateway is
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supported by the underlying DBMS andallows client programs nergée SQL code to

be executed at a server.

Examplesof gateways include ODBC (Open Database Connection) and OLEDB (Open
Linkingand Embedding for Databases) by Microsoft and JDBC (Java Database

Connection).
This tier also contains a metadata repositevizich stores information abdbe data

warehouse and its contents.

Tier-2:

The middle tier is an OLAP server that is typically implemented using ethelational
OLAP (ROLAP) model oa multidimensional OLAP

e OLAP model isan extended relational DBMS thatmaps operations on multidimensional
data tostandard relational operations.
e A multidimensional OLAP (MOLAP) model,hat is, a specighurpose servethat

directly implements multidimensional data and operations.

Tier-3:

The top tier is a frorénd client layer, which contains query and reporting tools,

analysis tools, and/or data mining tools (e.g., trend analysis, prediction, and so on).
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1.9.3 Data WarehouseModels:

There are three data warehouse models.

1. Enterprise warehouse:

2.

An enterprise warehouse collects all of the information about subjects spanning the entire
organization.

It provides corporatgvide data integration, usually from one or more operational systems
or external information providers, argcrossfunctional in scope.

It typically contains detailed data aswell as summarized data, and can range in size from a
few gigabytes to hundreds of gigabytes, terabytes, or beyond.

An enterprise data warehouse may be implemented on traditional mesfraomputer
superservers, or parallel architecture platforms. It requires extensive business modeling

and may take years to design and build.

Data mart:

A data mart contains a subset of corpoxaide data that is of value to aspecific group of
users.The scope is confined to specific selected subjects. For example,a marketing data
mart may confine its subjects to customer, item, and sales. Thedata contained in data

marts tend to be summarized.

Data marts are usually implemented on 4Hoost departmental servers that
areUNIX/LINUX- or Windowsbased. The implementation cycle of a data mart ismore
likely to be measured in weeks rather than months or years. However, itmay involve

complex integration in the long run if its design and planning megrenterprisavide.
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e Depending on the source of data, data marts can be categorized as independent
ordependent. Independent data marts are sourced fromdata captured fromone or
moreoperational systems or external information providers, or fromdata generate
locallywithin a particular department or geographic area. Dependent data marts are

sourceddirectly from enterprise data warehouses.

3. Virtual warehouse:

e A virtual warehouse is a set of views over operational databases. Forefficient query
processing, oyl some of the possible summary views may be materialized.
e A virtual warehouse is easy to build but requires excess capacity on operational database

servers

1.9.4 Meta Data Repository.

Metadata are data about data.Wlsed in a data warehouse, metadata are the data thatdefin
warehouse objectsMetadata are created for the data names anddefinitions of the given
warehouse. Additional metadata are created and captured fortimestamping any extracted data,
the source of thextracted data, and missing fieldsthat have been added by data cleaning or

integration processes.
A metadata repository should contain the following:

e A description of the structure of the data warehouse, which includes the warehouse
schema, viewgdimensions, hierarchies, and derived data definitions, as well as data mart

locations and contents.

e Operational metadata, which include data lineage (history of migrated data and the
sequence of transformations applied to it), currency of data (actoleyeud, or purged),
and monitoring information (warehouse usage statistics, error reports, and audit trails).
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e The algorithms used for summarization, which include measure and dimension
definitionalgorithms, data on granularity, partitions, subject aremggregation,

summarization,and predefined queries and reports.

e The mapping from the operational environment to the data warehouse, which
includessource databases and their contents, gateway descriptions, data partitions, data
extraction,cleaning,transfamation rules and defaults, data refresh and purging rules,

andsecurity (user authorization and access control).

e Data related to system performance, which include indices and profiles that improvedata
access and retrieval performance, in addition to rideshe timing and schedulingf
refresh, updategnd replication cycles.

e Business metadata, which include business terms and definitions, data

ownershipinformation, and charging policies

1.10 OLAP(Online analytical Processing)

e OLAP s an approacto answering muldimensional angtical (MDA) queries swiftly.

e OLAP is part of the broader category of business intelligence, which also encompasses
relational database, report writing and data mining.

e OLAP tools enable users to analyze multidimensiatadé interactively from multiple

perspectives.
OLAP consists of three basic analytical operations:

U Consolidation (RoHUp)

U Drill-Down
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U Slicing And Dicing

e Consolidation involves the aggregation of data that can be accumulated and computed in
one or more dimensions. For example, all sales offices are rolled up to the sales
department or sales division to argete sales trends.

e The drilkdown is a technique that allows users to navigate through the details. For

instance, users can viewthe saleshydi vi du al products that mal

¢ Slicing and dicing is a feature whereby users can take out (slicing) a specific set of data

of the OLAP cube and view (dicing) the slices from different viewpoints.

1.10.1 Types of OLAP:

1. Relational OLAP (ROLAP):

e ROLAP works directly with relational databases. The base data and the dimension
tables are stored as relational tables and new tables are created to hold the aggregated
information. It depends on a specialized schema design.

e This methodology relies on manipulating the data stored in the relational database to
give the appearance of traditional OLAP's slicing and dicing functionality. In essence,
each action of slicing and dicing is equivalent to adding a "WHERE" clause in the
SQL statement.

e ROLAP tools do not use piealculated data cubes but instead pose the query to the
standard relational database and its tables in order to bring back the data required to
answer the question.

e ROLAP tools feature the ability to ask agyestion because the methodology does
not limit to the contents of a cube. ROLAP also has the ability to drill down to the

lowest level of detail in the database.
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. Multidimensional OLAP (M OLAP):

MOLAP is the 'classic' form of OLAP and is sometimes retetoeas just OLAP.

e MOLAP stores this data in an optimized nuimensional array storage, rather than
in a relational database. Therefore it requires thecpneputation and storage of

information in the cubethe operation known as processing.

e MOLAP tools generally utilize a prealculated data set referred to as a data cube.
The data cube contains all the possible answers to a given range of questions.

e MOLAP tools have a very fast response time and the ability to quickly write back

data into the ata set.

. Hybrid OLAP (HOLAP):

e There is no clear agreement across titistry as to what constitutes Hybrid OLAP
except that a database will divide data between relational and specialized storage.

e For example, for some vendors, a HOLAP database will use relational tables to hold
the larger quantities of detailed data, and use specialized storage for at least some
aspects of the smaller quantities of maggregate or lesdetailed data.

e HOLAP addrsses the shortcomings of MOLAP and ROLAP by combining the
capabilities of both approaches.

e HOLAP tools can utilize both prealculated cubes and relational data sources.
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1.11 Data Preprocessing

1.11.1 Data Integration:

It combines datafrormultiple sources into a coherent data store, as in data warehousing. These

sourcesmay include multiple databases, data cubes, or flat files.
The data integration systems are formally defined as triple<G,S,M>
Where G: The global schema

S:Heterogeneous sa@ of schemas

M: Mapping between the queries of source and global schema
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1.11.2 Issues in Data integration

1. Schema integration and object matching:

How can the data analyst or the computer be suretistdmer idn one database and

cusbmernumberin anoher reference to the same attribute.

2. Redundancy:.

An attribute (such as annual revenue, forinstance) magdendant if it can be derived
from another attribute or set ofattributes. Inconsistencies in attribute or dimension naming

can alsacause redundanciesin the resulting data set.
3. detection and resolution of datavalue conflicts

For the same reatorld entity, attribute values fromdifferent sources may differ.

1.11.3 Data Transformation:

In data transformation, the data aransformed or consolidated into forms appropriatefor

mining.
Data transformation can involve the following:

¢ Smoothing which works to remove noise from the data. Such techniques includebinning,
regression, and clustering.

e Aggregation, where summary or ggegation operations are applied to the data. For
example, the daily sales data may be aggregated so as to compute monthly and
annualtotal amounts. This step is typically used in constructing a data cube for analysis of

the data at multiple granularities.
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Generalization of the datg where lowl e v e | or Aprimitiveo (ra
byhigherlevel concepts through the use of concept hierarchies. For example,
categoricalattributes, like street, can be generalized to Higielr concepts, like city or
country.

Normalization, where the attribute data are scaled so as to fall within a small
specifiedrange, such as 1:0 to 1:0, or 0:0 to 1:0.

Attribute construction (or feature construction),wherenewattributes are constructedand

added from the given set of @utes to help the mining process.

1.11.4 Data Reduction:

Data reduction techniques can be applied to obtain a reduced representation of thedata set that

ismuch smaller in volume, yet closely maintains the integrity of the originaldata. That is, mining

on the reduced data set should be more efficient yet produce thesame (or almost the same)

analytical results.

Strategies for data reduction include the following:

Data cube aggregation where aggregation operations are applied to the data in
theconstruction of a data cube.

Attribute subset selection where irrelevant, weakly relevant, or redundant attributesor
dimensions may be detected and removed.

Dimensionality reduction, where encoding mechanisms are used to reduce the dataset
size.

Numerosityreduction,where the data are replaced or estimated by alternative,
smallerdata representations such as parametric models (which need store only the
modelparameters instead of the actual data) or nonparametric methods such as
clustering,sampling, and theeiof histograms.

Discretization and concept hierarchy generatiorwhere rawdata values for
attributesare replaced by ranges or higher conceptual levels. Data discretization is a form
ofnumerosity reduction that is very useful for the automatic generafiotoracept
hierarchies.Discretization and concept hierarchy generation are powerful tools for
datamining, in that they allow the mining of dataraultiple levels of abstraction.
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Chapter2

2.1 Association Rule Mining

e Association rule mining is a pofuland well researched method for discovering interesting
relations between variables in large databases.
e It is intended to identify strong rules discovered in databases using difiezastres of
interestingness.
e Based on the concept of strongdes,RakeshAgrawal et aintroduced association rules
Problem Definition:

The problem of association rule mining is defined as:
Let I = {u1,22,.. -, Infbe a set oftbinary attributes calledlems

Let D= {tl-tz- SRR lF'm}be a set of transactions called taabase

Each transaction idJhas a unique transaction ID and contains a subset of the itefns in

A ruleis defined as an implication of the formi = Y~

whereX, Y € Iagnd X NY =1,

The sets of items (for shatemsety X and Yare calledanteceden(left-handside or LHS) and
consequenfright-handside or RHS) of the rule respectively.

Example:

To illustrate the concepts, we use a small example from the supermarket domain. The set of
items is{ = {milk, bread, butter, beer}and a small database containing the items (1

codes presence and 0 absence of an item insatton) isshown in the table.

An example rule for the supermarket coula{futter, bread} = {milk}meaning that if

butter and bread are bought, customers also buy milk.
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Example database with 4 items and 5 transac

Transaction ID || milk || bread || butter | beer
1 1 1 0 0
2 0 0 1 0
3 0 0 0 1
4 1 1 1 0
5 0 1 0 0

2.1.1 Important concepts of Association Rule Mining:

ThesupportSUPP(X)of an itemsefXis defined as the proportion of transactions in the
data set which contain the itemset. In the example database, the itemset

{milk, bread,butter}pas 5 support ot /9 = 0.2gince it occurs in 20% of all

transactions (1 out of 5 transactions).
Theconfidenceof a rule is defined

conf(X = V) = supp(X UY)/supp(X)

For example, the rule{butter,bread} = {milk} nas a confidence of

0-2/0-2 - 1-Uin the database, which means that for 100% of the transactions
containing butter and bread the rule is correct (100% of the times a customer buys butter

and bread, milk is bought as well). Confidence can be interpreted as an estimate of the

probability P(Y|X), the probability of finding the RHS of the rule in transactions
under the condition that these transactions also contain the LHS

Thelift of a rule is defined as
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supp(X UY)
supp(X) x supp(Y’)

lift (X = V) =

or the ratio of the observed support to that expected if X and Y wdependentThe

0.2

rule {milk, bread} = {butterfp,s a jift of0.4 x 0.4 - 1'25.
e Theconviction of a rule is defined as
B 1 — supp(Y)
conv(X = V) = — T FX = 7).
1-04

. —=1.2
The rule{mllk: bread} = {bu“'er}has a conviction ofl — .5 ,

and can be interpreted as the ratio of the expected frequency that X occurs without Y
(that is to say, the frequency that the rule makes an incorrect prediction) if X and Y were

independent dided by the observed frequency of incorrect predictions.

2.2 Market basket analysis

This processanalyzes customer buying habits by finding associations between the different items
thatcustomers place in theshopping basketsThe discovery of suclassociationscan help
retailers develop marketing strategies by gaining insight into which itemsare frequently
purchased together by customers. For instance, if customers are buyingmilk, how likely are they
to also buy bread (and what kind of bread) onstlme tripto the supermarkeguch information

can lead to increased sales by helping retailers doselective marketing and plan their shelf space.
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Which items are frequently
purchased together by my customers?

Shopping Baskets

1l 1 il

T I 1

i ] B ] ) T
\ bread | V' |milk bread | | ,I' | ... bread | ,"
V| milk ! Vol o | | [milk !
| cereal | [/ |o[sugar  eges g A butter L"-'
k -l - \ S
Customer 1 Customer 2 Customer 3

. jil

- .
V| sugar Iy
eggs | /f
Market Analyst ™ -~

Customer n

Example:

If customers who purchase computers also tend to buy antivirussoftware at the same time, then
placing the hardware display close to the software displaymay help increase the sales of both

items. In an alternative strategy, placing hardware andsoftware at opposite ends of the store may
entice customers who purchase such items topick up other itemsthimgy. For instance,

after deciding on an expensive computer,a customer may observe security systems for sale while
heading toward the software displayto purchase antivirus software and may decide to purchase a
home security systemas well. Market bask&dlysis can also help retailers plan which items to

put on saleat reduced prices. If customers tend to purchase computers and printers together,

thenhaving a sale on printers may encourage the sale of paatesrs ascomputers.

2.3 Frequent Pattern Mining:

Frequent patternmining can be classified in various ways, based on the following criteria:
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1. Based on the completeness of patterns to be mined:

¢ We can mine the complete set of frequent itemsets, the closed frequent itexmdete
maximal frequent itemsets, given a minimum support threshold.
¢ We can also mineonstrained frequent itemsgetgpproximate fregent itemsetsgar

match frequenitemsetstop-k frequent iemsetsand so on.

2. Based on the levels of abstraction invekd in the rule set:
Some methods for associationrule mining can find rules at differing levels of abstraction.

For example, supposethat a set of association rules mined includes the following rules

where X is a variablerepresenting a customer:
buys(X,Ai ¢ o mp u=tbeuryds)()X, AHP printer(d))

buygX, lagtop computer )=rbuygX, HRiprintero ) (2)

In rule (1) and (2)the items bought are referenced at different levels ofabstraction (e.qg.,
ficomputed i s & elvied h eb daptopecantputad p. of A

3. Based on the number of data dimensions involved in the rule:

e |If the items or attributes in an association rule reference only one dimension, then itis a
singledimensional association rule.

buys ( X, Acomputero))=>buys (X, fAantivirus so

e If arule references two or more dimensions, such as the dimens@nesagne, and buys,
then it is amultidimensional association rule. The following rule is an exampleof a
multidimensional rule:
age( X, A30,nTloéeyaX)4 8RBPRKy £( X, rBioguti on TVO0)
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4. Based on the types of values handled in the rule:

If a rule involves associations between the presence or absence of items, it is a Boolean
association rule.
If a rule describes associations between quantitative items or attributes, then it is a

guantitative association rule.

5. Based on the kinds of ruleso be mined:

Frequent pattern analysis can generate various kinds of rules and other interesting
relationships.

Association rulemining cangenerate a large number of rules, many of which are
redundant or do not indicatea correlation relationship antentsets.

The discovered associations can be further analyzed to uncover statistical correlations,

leading to correlation rules.

6. Based on the kinds of patterns to be mined:

Many kinds of frequent patterns can be mined from different kinds of data sets.

Sequential pattern mining searches for frequent subsequences in a sequence data set,
where a sequence records an ordering of events.

For example, with sequential pattern mining, we can study the order in which items are
frequently purchased. For instancastomers may tend to first buy a PC, followed by a
digitalcamera,and then a memory card.

Structuredpatternminingsearches for frequent substructuresin a structured data set.

Single items are the simplest formsifucture.

Each element of an itemsetmayntain a sbsequence, a subtree, and so on.

Therefore, structuredpattern mining can be considered as the most general formof

frequent pattern mining.
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2.4 Efficient Frequent Itemset Mining Methods:
2.4.1 Finding Frequent ItemsetsUsing Candidate Generation:The

Apriori Algorithm

e Apriori is a seminal algorithm proposed by R. Agrawal and R. Srikant in 1994 for mining
frequent itemsets for Boolean association rules.

e The name of the algorithm is based on the fact that the algorghspuor knowledgeof
frequent itemset properties.

e Apriori employs an iterative approach known ds\gelwisesearch, wherk-itemsets are
used to explorek¢1)-itemsets.

e First, the set of frequentilemsets is found by scanning the database to accterthia
count for each item, and collecting those items that satisfy minimum support. The
resulting set is denoteldl.Next, L1 is used to find_2, the set of frequent-iBemsets,
which is used to find.3, and so on, until no more frequé&rtemsets can bund.

e The finding of each.requires one full scan of the database.

e A two-step process is followed in Apricdnsisting of joinand prune actio
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Algorithm: Apriori. Find frequent itemsets using an iterative level-wise approach based on candidate
generation.

Input:

D, a database of transactions:

min_sup, the minimum support count threshold.
Cutpuat: L, frequent itemsets in 2.
Method:

1) Ly = find_frequent_1-itemsets(D):
(2] for (k =250 1 #dpk++) {

(3 G = apriori_geniLly _k:

(4) for each transaction r < £ { // scan [ for counts

(5) C, = subset({Cy, 1) // get the subsets of r that are candidates
(&) for each candidate ¢ = C;

(7] c.ocount-+-+;

(8)

(9) Ly = {c € G |c.count = min_sup}

(1)}

(11} return L — Ugly;

procedure apriori_gen(L; jfrequent (k — 1)-itemsets)

(1) for each itemset Iy = Ly

(2] for each itemset I = Iy 4

(3 if [ =LA R2] =2 A ahk—-2]=hRKk-2])Alli[k— 1] < [k — 1]) then {
(4] = {1 »a {23 /{ join step: generate candidates

(5] if has_infrequent_subset(c, Iy ) then

(6] delete 3 /i prune step: remove unfruitful candidate

(7) else add ¢ to &

(8) 1

9] return Cj ;

procedure has_infrequent_subsetic: candidate k-itemset:
Li_j: frequent (k — 1)-itemsets); // use prior knowledge

(1) for each (& — 1)-subset 5 of ¢
(2) if ¥ ¢ Ly then
(3) return TRUE:

i4) return FALSE;

Example:

TID List of item IDs
T100 |11,12,15

T200 12, 14
T300 12,13
T400 11,12, 14
T500 11,13
T600 12,13
T700 11,13

T800 11,12, 13,15
T900 11,12, 13

There are ningransactns in this database, that is, 9.
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Steps:
1. In the first iteration of the algorithm, each item is a member of the set of candidatel
itemsets, C1. The algoritheimply scans all of the transactions in order to countthe number of
occurrences of each item.
2. Suppose that the minimum support count required is 2, that is, min sup = 2. The set of
frequent litemsets, L1, can thenbe determined. It consists of the d=atedititemsets
satisfying minimum support.In our example, all of the candidates in C1 satisfy minimum
support.
3. To discover the set of frequentitBmsets, L2, the algorithm uses the join L1 on L1
togenerate a calidate set of 2emsets, C2.N candidats are removed fromC2 during the
prune step because each subset of thecandidates is also frequent.
4.Next, the transactions inDare scanned and the support count of each candidate itemsetinC2 is
accumulatd.
5. The set of frequent-Bemsets, L2, is then determined, consisting of those candidate2
itemsets in C2 having minimum support.
6. The generation of the set of candidatiéeBnsets,C3Fromthejoin step, we first getC3 2k
L2 = ({12, 12, 13}, {11, 12, 15}, {11, 13, I5}, {12, 13, 14} {12, I3, 15}, {12, 14, |5}. Based on the
Apriori property that all subsets of a frequentitemsetmust also be frequent, we can determine
that the four latter candidates cannotpossibly be frequent.

7.The transactions in D are sceatl in order to determine L3, consisting of those candidate
3-itemsets in C3 having minimum support
8.The algorithm uses L3x L3 to generate a candidate seitefméets, C4.
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c, L

Scan [ for Ttemset | Sup. count | Compare candidate | Tiemset | Sup. count
count of each {11} [ support count with I [
candidate 112} T milnimn Support 12y 7
_ {15} ] count {13} G
{14} 2 B — (14} 2
{15} 2 {I5} 2
[ Ca Ly
Grenerate (', Itemset | Scan 2 for [ Dlemset | Sup. count | Compare candidate | Tremiset | Sup. count
candidates from L, [{I1, I2} | count of each [{I1, I2} A support count with [ {T1, 12} E]
— |{I1. 13} candidate {11, I3} 4 muinimum suppost {Il, I3} 4
I [ e |{I0, 14 1 count {I1, 15} 2
+IL, IS5} 411, I5} 2 - {12,013} 4
{12, 13} {12, 13} 4 {12, T4} 2
{12, 14} {12, 14} 2 {12, 15} 2
{I2, I5} {I2, I5} 2
113, 14} 113, 143 o
{13, 15} 113, 15} 1
{I4, IS5} {14, I5} o
Cs . Cs Compare candidate L
Generate Oy Items=at Scan I foa Iremset |Sup. count | syppost count with Itemset  [Sup. count
candidates from [{I1, 12, I3} | count of each [{I1, IZ, I3} 2 minimum suppors  [L11 I2, 13} 2
L, candidate connt
— {11 12 08 | ———— |11, 12 15 = E—— S 0 £ 3 2

Generation of candidate itemsets and frequent itemsets, where the minimum support
count is 2.

{a) Joim: C3 = La ¢ Lo = {{I1, 12}, {11,113}, {11,15}, {12, 13}, {12, 14}, {12.15}} »
{{I1,12}, {11, 13}, {I1,15}, {12, 13}, {12, 14}, {12,15}}
— {{11,12,13}, {11, 12, 15}, {11, I3, 5}, {12, [3, 14}, {12, I3, 15}, {12, 14, I5} }.

(b) Prune using the Apriori property: All nonempty subsets of a frequent itemset must also be frequent. Do
any of the candidates have a subset that is not frequent?

The 2-item subsets of {I1, 12, 13} are {I1, 12}, {I1, I3}, and {12, I3}. All 2-item subsets of {I1, 12,
13} are members of La. Therefore, keep {11,112, 13} in Cs.

The 2-item subsets of {I1, 12, 15} are {I1, 12}, {I1, 15}, and {12, I5}. All 2-item subsets of {I1, 12,
15} are members of La. Therefore, keep {11,112, 15} in Cs.

The 2-item subsets of {11, 13, 15} are {11, I3}, {I1,15}, and {13,15}. {13, I5} is not a member of L3,
and so it is not frequent. Therefore, remove {11, 13, 15} from Cz.

The 2-item subsets of {12, 13, 14} are {12, 13}, {12, 14}, and {13,14}. {13, 14} is not a member of L2,
and so it is not frequent. Therefore, remaove {12, 13, 14} from Ca.

The 2-item subsets of {12, 13, 15} are {12, 13}, {I2,15}, and {13,15}. {13, 15} is not a member of L3,
and so it is not frequent. Therefore, remove {12, 13, 15} from Cs.

The 2-item subsets of {12, 14, 15} are {12, 14}, {12, 15}, and {14, 15}. {14, I5} is not a member of
L7, and so it is not frequent. Therefore, remove {12, 14, 15} from Cs.

(c) Therefore, C3 = {{I1, 12, 13}, {11, 12, I5}} after pruning.

Generation and pruning of candidate 3-itemsets, Cz, from .5 using the Apriori property.

2.4.2Generating Association Rules from Frequent Itemsets:

Once the frequentemsets from transactions in a datab2aseave been found, it is

straightforward to generate strong association rules from.them
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suppori_count(A U B)
support_count(A)

contfidence(A = B) = P(B|A) =

The conditional probability is expressed in terms of itemset support count, where
support _count(A U B) is the number of transactions containing the itemsets A U B, and
support_count(A) is the number of transactions containing the itemset A. Based on this
equation, association rules can be generated as follows:

For each frequent itemset [, generate all nonempty subsets of [.

. . . W s support_count(l) -
For every nonempty subset s of [, output the rule “s = (/ — ) |fm =

min_conf, where min_confis the minimum confidence threshold.

Example:

Generating association rules. Let’s try an example based on the transactional data
for AllElectronics shown in Table 5.1. Suppose the data contain the frequent itemset
! = {I1, 12, I5}. What are the association rules that can be generated from /¥ The
nonempty subsets of [ are {Il, 12}, {I1, 15}, {12, 15}, {11}, {12}, and {I5}. The
resulting association rules are as shown below, each listed with its confidence:

MAal2=1Is, confidence = 2/4 = 50%
Iars=12, confidence = 2/2 = 100%
n2ar=1l, confidence = 2/2 = 100%
Il = 12715, confidence = 2/6 = 33%
12 = 11115, confidence = 2/7 = 20%
I5= 11,12, confidence = 2/2 = 100%

2.5 Mining Multilevel Association Rules:

e For many applications, it is difficult to find stroagsociations among data items at low
or primitive levels of abstraction due to the sparsity of data at those levels.

e Strong associations discovered at high levels of abstraction may represent commonsense
knowledge.

e Therefore, data mining systems shouldvmte capabilities for mining association rules
at multiple levels of abstraction, with sufficient flbiity for easy traversal
amonglifferentabstraction spaces.
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Association rules generated from mining data at multiple levels of abstraction arecalled
multiple-level or multilevel association rules.

Multilevel association rules can be mined efficiently using concept hierarchies under a
supportconfidence framework.

In general, a toglown strategy is employed, where counts are accumulated for the
calculationof frequent itemsets at each concept level, starting at the concept level 1 and

working downward in the hierarchy toward the more specific concept levels,until no
more frequent itemsets can be found.

A concepthierarchy defines a sequence of mappings freetaof lowlevel concepts to

higherlevel,more general concepts. Data can be generalized by replacinpvébw

conceptswithin the data by their highevel concepts, or ancestors, from a concept hierarchy.

TID ftems Purchased
Ti00  IBM-ThinkPad-T40/2373, HP-Photosmart-7660
T200  Microsoft-Office-Professional-2003, Microsoft-Plus!- Digital-Media
T300  Logitech-MX700-Cordless-Mouse, Fellowes-Wrist-Rest
T400  Dell-Dimension-XPS, Canon-PowerShot-5400
T500

[BM-ThinkPad-R40/P4M, Symantec-Norton-Antivirus-2003

r - — "--_-T:\"\-—:-_________ .

Comiputet

[ Printer & Camera ]

Computer Accessomy

AN ANYAN

Y
[ Laptop ] [ Deskrop [ Frimtes [J.'ll.lj: Cs.umlﬂl [Wllsl:p.id ] [ Mlouss
s s
T T 1 T T 1 i 1 !
|II|' |II I ! '.II ||'l I|II . / |II |III |II | / |III ||I |II II.' |lII
1 1 ) '] I}
1|I I'. ! I'u ,-'l II| |'|l I'l |'I I'. |'I \ J'I I" ! !
- P ‘ 1y " - LI '
1BM J Diell ] Z'vi'.::rns-:::'l.] - HP Canom ] . F.':'.Irm-tti] . . LogiTech
R L. . . fy s . ok — L . o ; J
'III i 'III III- llll II' .-' \ ."I II'. .'II II' -'Ir II| |'. ll'. |lII I'- .'I I'| I-'I Il_ .'lr lI| .'Ir I'. .|III I'l. .'I II| _-'I lll-

A concept hierarchy for AllElectronics computer items.
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The concept hierarchy has five levalsspectively referred to as levels Oto 4, starting with level

0 at the root node fall.

e Here, Level 1 includesomputer, software, printer&cameendcomputer accessary
e Level 2 includedaptop computer, desktop compuyteifice software, antivirus stfare
e Level 3 includesBM desktop computer, . . ., Microsoft office softwaamd so on.

e Level 4 is the most specific abstraction level of this hierarchy.

2.5.1 Approaches FoMining Multilevel Association Rules:

1.Uniform Minimum Support :

e The sameninimum support threshold is used when mining at each level of abstraction.

¢ When a uniform minimum support threshold is used, the search procedure is simplified.

e The method is also simple in that users are required to specify only one minimum support
threshold.

e The uniform support approach, however, has some difficulties. It is unlikely thatitems at
lower levels of abstraction will occur as frequently as those at higher levelsof abstraction.

e If the minimum support threshold is set too high, it could misaemeaningful associations
occurring at low abstraction levels. If the threshold is selawoit may generate many

uninteresting associations occurring at high abstractionlevels.

Level 1
min_sup = 5% mrnpul&- [support = 109] ]

Level 2
min_sup =5%

[ laptop computer [support = 6%] ] desktop computer [support = 4%] ]

Multilevel mining with uniform support.
2.Reduced Minimum Support

¢ Each level of abstraction has its own minimum support threshold.
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e The deeper the level of abstraction, the smaller the corresponding threshold is.
e For example,theninimum support thresholds for levels 1 and 2 are 5% and 3%,respectively.
I n this way, Acomputer, 0 fl apt opsiderednput er , 0O

frequent.

Level 1
min_sup = 5% computer [support = 1095] ]

Level 2
min_sup = 39

[ laptop computer [support = 659:] ] [ desktop computer [support = 4%5] ]

3.Group-Based Minimum Support
e Because users or experts often have insight as tohwdroups are more important than
others, it is sometimes more desirable to set up-smasific, item, or group based minimal
support thresholds when mining multilevel rules.
e For example, a user could set up the minimum support thresholds based o pricduor
on items of interest, such as by setting particularly low support thresholds for laptop
computersand flash drives in order to pay particular attention to the association patterns

containing items in these categories.

2.6 Mining Multidimensio nal Association Rules from Relational

Databases and Data Warehouses:

e Single dimensional or intradimensional association rule contairsngle distinct
predicate (e.g., buys)with multiple occurrences i.e., the predicate occurs more than once

within the rule.
buygX, didital camera ) buygX, HHRiprintero )

e Association rules that involve two or more dimensions or predicates cafebed to

as multidimensional association rules.
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age(X, n20é290) " "occupation(X, fAstudento) =>

e Above Rule contains three predicates (age, occupationiayg], each of which occurs
only once in the rule. Hence, we say that it hagpeated predicates.

e Multidimensional association rules with no repeated predicates arecalled
interdimensional association rules.

e We can also mine multidimensional associationrules with repeated predicates, which
contain multiple occurrences of some poadés.These rules are called hybrid
dimensional association rules. An example of sucha rule is the following, where the
predicate buys is repeated:
age( X, NA20€6290) "buys(X, nHBppopoO) eproO)

2.7 Mining Quantitative Association Rules:

¢ Quariitative association rules are multidimensional association rules in which the numeric
attributes arelynamicallydiscretized during the mining process so as to satisfy some mining
criteria, such as maximizing the confidence or compactness of the rules mined.

e In this section, we focus specifically on how to mine quantitative association rules having
two quantitativeattributes on the lefhand side of the rule and one categorical attribute on
the righthand side of the rule. That is

Aquarl "Aquar? =>Acat
whereAquarl andAquar® are tests on quantitative attribute intérva
Acatests a categorical attribute fromthe taslevantdata.

¢ Such rules have been referred to as-tivoensional quantitative association rules,

because they contain two quantitative dimensions.

¢ For instance, suppose you are curious about the association relationship between pairs of
guantitative attributes, like customer age and income, and the type of television (such as
high-definition TV,i.e.,HDTV) that customers like to buy.

An example okuch a 2D quantitative association rule is
aggX, 1 3 0 énBotnédX) N RALRRO ) buygX, HBTVO )
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2.8 From Association Mining to Correlation Analysis:

A correlation measure can be used to augment the stgpditience framework for
association rules. This leadsdorrelation rulesof the form

A=>B [support confidencecorrelation]

That is, a correlation rule is measured not only by its supportamftdience but alsoby

the correlation between itemsatsand B. There are many different correlation
measuresfrom which to choose. In this section, we study various correlation measures

todetermine which would be good for mining large data sets.

Lift is a simple correlation measure that is given as follows. The occurrence of itemset
Ais independent of the occurrence of iterBsét F(AE) = P(A)P(B); otherwise,
itemset# andB are dependent and correlated as events. This definition can easily be

extendedo more than two itemsets.

The lift between the occurrence ABndB can bemeasured by computing

lift(A,B) =

PIAUR)
PA)P(B)

o If the lift(A,B) is less than 1, then the occurrencé\aé negativelycorrelated witthe

occurrence oB.

e If the resulting value is greater than 1, theandB arepositively correlatedmeaning that

the occurrence of one implies the occurrence of the other.

o If the resulting value is equal to 1, th&randB areindependenand there is no correlation

betwea them.

DEPT OF CSE & IT
VSSUT, Burla



Chapter-3

3.1 Classification and Prediction:

¢ Classification and prediction are two forms of data analysis that can be used to extractmodels
describing important data classes or to predict future data trends.

¢ Classificatiopredicts categorical (discrete, unordered) labelsmediction models
continuousvaluedfunctions.

e For example, we can build a classification model to categorize bankloan applications as
either safe or risky, or a prediction model to predict the expendifupegential customers
on computer equipment given their income and occupation.

¢ A predictor is constructed that predict@ntinuousvalued function or ordered valugas
opposed to a categorical label.

¢ Regression analysis is a statistical methodology teamost often used for numeric
prediction.

e Many classification and prediction methods have been proposed by researchers in machine
learning, pattern recognition, and statistics.

e Most algorithms are memory resident, typically assuming a small dataRszent data
mining research has built on such work, developing scalable classification and prediction

techniques capable of handling large eigkident data.

3.1.1 Issues Regarding Classification and Prediction:

1.Preparing the Data for Classification and Prediction
The following preprocessing steps may be applied to the data to help improve the accuracy,
efficiency, and scalability of the classification or prediction process.
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(i)Data cleaning:

¢ This refers to the preprocessing of data in order to remove or redisexby applying
smoothing techniques) and the treatmenimiésingvalueqe.g., by replacing a missing
value with the most commonly occurring value for that attribute, or with thé pnoisable

value based on statistics).

¢ Although most classification algorithms have some mechanisms for handling noisy or
missing data, this step can help reduce confusion during learning.
(i) Relevance analysis:

e Many of the attributes in the data mayrbdundant

e Correlation analysis can be used to identify whether any two given attributes are
statisticallyrelated.

e For example, a strong correlation between attribAfieandA2 would suggest that one of
the two could be removed from further analysis.

¢ A database may also contairelevant attributes. Attribute subset selection can be used
in these cases to find a reduced set of attributes such that the resulting probability
distribution of the data classes is as close as possible to the original tigstridetained
using all attributes.

e Hence, relevance analysis, in the form of correlation analysis and attribute subset
selection, can be used to detect attributes that do not contribute to the classification or
prediction task.

¢ Such analysis can helmprove classification efficiency and scalability.

(i) Data Transformation And Reduction
e The data may be transformed by normalization, particularly when neural networks or
methods involving distance measurements are used in the learning step.
¢ Normalization involves scaling all values for a given attribute so that they fall within a
small specified range, such-dsto +1 or O to 1.
e The data can also be transformedjeyeralizingt to higherlevel concepts. Concept
hierarchies may be used ftris purpose. This is particularly useful for continuous

valuedattributes.
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e For example, numeric values for the attributeomecan be generalized to discrete
ranges, such dew, mediumandhigh. Similarly, categorical attributes, likdreet can
be generalized to highdevel concepts, likeity.

¢ Data can also be reduced by applying many other methods, ranging from wavelet
transformation and principle components analysis to discretization techniques, such

as binning, histogram analysis, and clustering

3.1.2 Comparing Classification and Prediction Methods

U Accuracy:

The accuracy of a classifier refers to the ability of a given classifier to correctly predict
the class label of new or previously unseen data (i.e., tuples without class label
information).

The accuracy of a predictor refers to how well a given predictor can guess the value of

the predicted attribute for new or previously unseen data.

U Speed:

i

This refers to the computational costs involved in generating and using the
givenclassifier or predictor.
Robustness:
This is the ability of the classifier or predictor to make correct predictions
given noisy data or data with missing values.
Scalability:
This refers to the ability to construct the classifier or predictor effigientl
given large amounts of data.
Interpretability:
This refers to the level of understanding and insight that is providedby the classifier or
predictor.

Interpretability is subjective and therefore more difficultto assess
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3.2 Classification by Decision Tree Induction:

[

[
U
U

i

Decision tree induction is the learning of decision trees from-taagded training tuples.
A decision tree is a flowchalike tree structure,where

Eachinternal nodedenotes a test on an attribute.

Each branch represents an outcarhéhe test.

Eachleaf node holds a class label.

The topmost node in a tree is the root node.

youth middle_aged senior
student? credit_rating?
fair excellent

The construction of decision treeclassifiers does not require any domain knowledge or
parameter setting, and therefbrppopriate for exploratory knowledge discovery.

Decision trees can handle high dimensionaldata.

Their representation of acquired knowledge in tree formis intuitive and generallyeasy to
assimilate by humans.

The learning and classification steps of decisterinduction are simple and fast.

In general, decision tree classifiers have good accuracy.

Decision tree induction algorithmshave been used for classification in many application
areas, such as medicine,manufacturing and production, financial anatysomy, and

molecular biology.
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3.2.1 Algorithm For Decision Tree Induction:

Algorithm: Generate_declslon_tree. Generate a decision tree from the training tuples of data
partition ).

Input:
Data partition, [, which is a set of training tuples and their associated class labels;
attribute_list, the set of candidate attributes;

Attribute_selection_method, 2 procedure to determine the splitting criterion that “best”™ par-
titions the data tuples into individual classes. This criterion consists of a splitting_attribute
and, possibly, either a split point or splitting subset.

Output: A decision tree.

Method:

(1) create a node NV;

{2) if tuples in D are all of the same class, C then

(3] return & as a leaf node labeled with the class C;

(4) If attribute_dist is empty then

(5) return NV as a leaf node labeled with the majority class in D; // majority voting

(6) apply Attribute_selectlon_method( D, attribute_list) to find the “best™ splitting_criterion;
{7) label node N with splitting_criterion;

(8) If splitting_attribute is discrete-valued and

multiway splits allowed then // not restricted to binary trees
(9) attribute_list «— attribute_list — splitting_attribute; /| remove splitting_attribute
{10) for each outcome j of splitting_criterion
{{ partition the tuples and grow subtrees for each partition
(11) let I; be the set of data tuples in D satisfying outcome j; /f a partition
(12) If D; is empty then
(13) attach a leaf labeled with the majority class in 2 to node N;
(14) else attach the node returned by Generate_decislon_tree(D;, attribute_list) to node N;
endfor
{15) return N;

The algorithm is called with three parameters:
U  Data partition

u Attribute list
U Attribute selection method

e The parameteattribute listis a list oattributes describing the tuples.
¢ Attribute selection methospecifies a heuristic procedurefor selecting the attribute that
Abest o discriminatetsoclash.e gi ven tuples acco

e The tree starts as a single noderepresenting the training tuplesDin
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e If the tuples irD are all of the same class, then nbtieecomes a leaf and is labeledwith

that class .
e Allof the terminating conditions are explained at the end of the algorithm.
e Otherwise, the algorithm calls Attribute selection method to detertimengplitting

criterion
e The splitting criterion tells us which attribute to test at node N by determirting fibe st 0

way to separate or partition the tuples in D into individual classes.

There are threpossible scenarids:t A be the splitting attribute. A has v distinct values,

{a1, a2, € ,av}, based on the training data.

1 A is discretevalued:

e In this case, the outcomes of the test at node N corredpeaidly to the known

values ofA.
e A branch is created for each known value, aj, of A and labeled with that value

¢ Aneed not be considered in any future partitioning of the tuples.

2 A is continuousvalued:

In this case, the test at noNéhas two possible outcomes, corresponding tadmelitions
A <=split pointandA >split point respectively
wheresplit point is the splitpoint returned byAttribute selection methoés part of the

splitting criterion.
3 Ais discretevalued and a binary tree must be produced:
The testat nodd is oft h e A @ A

SA is the splitting subset fdk, returned byAttribute selection meth@s part of the splitting

criterion. It is a subset of the known valuefof
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(a)If A is Discrete valued (b)If A is continuous valuedIfé) is discretevaluedand a binary
tree must be produced:

3.3 Bayesian Classification

e Bayesian classifiers are statistical classifiers.

belongs toa particular class.

e Bayesiarc | assi fication i

331 Bayesd6 Theorem

be a tupl e.

elL et X dat a

measurements made on a set of n attributes.
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e Let H be some hypothesis, such as that the data tuple X belongs to a specified class C.
e For classification problems, we want to determine P(H|X), the probability that the hypothesis
H holds given the fevidenceodo or observed dat
e P(H|X) is the psterior probability, or a posteriori probability, of H conditionedxon
eBayesd6 theorem is useful i n that it provi de
P(HIX), from P(H), P(X|H), andP(X).

P(HIX) = P(X|H 'I,!_j:‘H': .
FI:_‘; )

3.3.2 Naive Bayesian Classification

The naiveBayesian classifier, or simple Bayesian classifier, works as follows:

1.Let D be a training set of tuples and their associated class labels. As usual, each tuple is
represented by an-chi mensi onal attribute vector, X =

measuremet s made on the tuple from n attributes

2.Suppose that there are m cl asses, c1l, c2,

predict that X belongs to the class having the highest posterior probability, conditioned on X.

That is, the naive Bayesian classifier predicts that tuple X belongs to the class Ci if and only
if

P(G|X) = P(Cj|X) for 1 <j<m,j#i

Thus we maximiz&(CijX). The clas€ifor which P(CijX) is maximized is called the
maximum posteriori hypothesis By Bayesd t heorem

pcx) =2 ‘lEa {F (G)
3.As P(X) is constant for all classes, only P(X|Ci)P(Ci) need be maximized. If the class
prior probabilities are not known, then it is commonly assumed that the classes are equally
l'i kely, that i s, P(Cl) = P(C2) = Xy. P(Cm) , a
Otherwise, we maximize P(X|Ci)P(Ci).
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4.Given data sets with many attributes, it would be extremely computationally expensiveto
compute P(ICi). In order to reduce computation in evaluating P(X|Ci) nhige assumption
of class conditional indepeadce is made. This presumes tha values of the attributes
areconditionally independent of one another, given the class label of the tuple. Thus,

]
Pltll._|f__'|, _:| — l_l P:\n‘ r_"!. :|
k=1
— FI:.TJ {J__'I-:: b P:;_Tzll:;J Woane W FI:.T" {-'I_::_

We can easily estimate the probabiliti®¢x1|Ci), P(x2|Ci), : : : , P(xn|Ci) fromthe
trainingtuples. Foreachattribute, we look at whether the attribute is categorical or
continuousvalued. Forinstance, to compWRéX|Ci), we consider the following:

U If Ads categorical, theR(xCi) is the number of tuples of cla€sin D havingthe value
xfor Ay, divided by|Ci,p| the number of tuples of cla&sin D.

U If Ads continuousvalued, then we need to do a bit more work, but the calculationis pretty
straightforward.

A continuousvalued attribute is typically assumed tohave a Gaussian distribution with a

meane andstandard deviationdefined by

] lx—p)=
glx, ) 0)=——-e o7,

W E.I[G

P(x|C;) = g(xe> B> O )-
5.In order to predict the class labeXfP(XjCi)P(Ci) is evaluated for each claGs
The classifier predicts that the class label of txgie the clas€iif and only if

P(X|G)P(C;) = PIX|C;)PICj) for 1 < j<m,j#L

3.4 A Multilayer Feed-Forward Neural Network:
e The backpropagation algorithm performs learning omnaltilayer feed
forwardneural network.
e It iteratively learns a set of weights for prediction of the class label of tuples.
¢ A multilayer feedforward neural network consists of arput layer one or

morehiddenlayersand aroutput layer
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Example:

[nput Hidden Chatput
layer layer layer

¢ The inputs to the network correspond to the attributes measured for each training tuple. The
inputs are fed simultaneously into the units making up the input layer. These inputs pass
through theinput layer and are then weighted and fed simultaneously to a second layer
known as a hidden layer.

e The outputs of the hidden layer units can be input to another hidden layer, and so on. The
number of hidden layers is arbitrary.

e The weighted outputs ahe last hidden layer are input to units making up the output layer,

which emits the networkodés prediction for gi
3.4.1 Classification by Backpropagation

e Backpropagation is a neural network learning algorithm.

¢ A neuralnetwork is a set of connected input/output units inwhich each connection has a
weightassociated with it.

¢ During the learning phase, the network learns by adjusting the weights so as to be able to
predict the correct class label of the input tuples.

¢ Neuralnetwork learning is also referred to as connectionist learning due to the connections

between units.
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e Neural networks involve long training times and are therefore more suitable for

applicationswhere this is feasible.

e Backpropagatiomearns by iteratively processing a data set of training tuples, comparing
the networkoés prediction fargetvalwach tupl e wi

e The target value may be the known class label of the training tuple (for classification
problems) or a@ntinuous value (for prediction).

e For each training tuple, the weights are modified so as to minimize the mean squared
errorbetween the networkoés prediction and
are made in the Aba coknthaouths layerdthrougheach idden t h a
layer down to the first hidden layer hence the nanb@d&propagation

e Although it is not guaranteed, in general the weights will eventually converge, and the
learning process stops.

Advantages:

e It include thei high tolerance of noisy data as well as their ability to classify patterns on
which they have not been trained.

e They can be used when you may have little knowledge of the relationships between
attributesand classes.

e They are wellsuited for continuousalued inputs and outputs, unlike most decision tree
algorithms.

e They have been successful on a wide array ofweald data, including handwritten
character recognition, pathology and laboratory medicine, and training a computer to
pronounce English téx

¢ Neural network algorithms are inherently parallel; parallelization techniques can be used

to speed up the computation process.
Process

Initialize the weights:

The weights in the network are initialized to small random numbers
ranging from1.0 to 10, or-0.5 to Q5. Each unit has lbiasassociated witlt. The biases are
similarly initialized to small random numbers.
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Each training tupleX, is processed by the following steps.
Propagate the inputs forward:

First, the training tuple is fed to theput layer of thenetwork. The inputs pass through the input
units, unchanged. That is, for an input ynts output,Oj, is equal to its input valud,. Next, the

net input and output of eachunit in the hidden and output layers are computed. Tipeitntet &n

unit in the hiddenor output layers is computed as a linear combination of its inputs.

Each such unit has anumber of inputs to it that are, in fact, the outputs of the units connected to it
in theprevious layer. Each connection has a weight. figpate the net input to the unit, each

input connected to the unit ismultiplied by its correspondingweight, and this is summed.

Ii = E wijO; 48,

wherew;jis the weight of the connection from unit the previous layer to unjit
Oiis the output of uniifrom theprevious layer

njiS the biaof the unit & itactsas a threshold in that it serves to vary the activity of the unit.

Each unit in the hidden and output layers takes its net input and then applies an activation

function to it.

Weights

[z Wi

I—» Chutput

[nputs Weighted Activation
(outputs from sum function
previous layer)
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Backpropagate the error:

The error is propagated backward by updating the weights and biases to reflect the error of

the networ kds pmntheautput layernthe erf&or [is campuied byt
Errj= G_J-lll —O;)(T; — 0;)
wherdjis the actual output of unjt andTiis the known target valuef the giventraining
tuple.
The error of a hidden layerunits
Erri=0j| 1 — ﬂ).‘]ZEr'r';h'_f;.

wherewjis the weight of the connection from ujptb a unitk in the next higher layer,
ancerrgis the error of unik.
Weights are updatedby the following equations, whewejs the change in weight; ;:
Awij = (DErr O

! |

-\.I.Jl. — H"j‘_,' _I_ ﬁ'“‘l‘_f

Biases are updated by the following equations below
AB; = (I)Err;

B;=0;+A08;
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Algorithm:

Input:
D, a data set consisting of the training tuples and their associated target values;
I, the learning rate;
network, a multilayer feed-forward network.

Output: A trained neural network.

Method:

(1) Inmitialize all weights and biases in nefwork;
{2y  while terminating condition is not satisfied {

(3) for each training tuple X in 7 {

(4) /f Propagate the inputs forward:

(5) for each input layer unit j {

(&) O = I (f output of an input unit is its actnal input value

(7) for each hidden or output layer unit j {

(&) Ij = ¥ ;w0 +8;1 [fcompute the net input of unit j with respect to the

previous layer,
: // compute the output of each unit §

(9) 0; =

I, #
(10) I Bﬂckpmpa]gﬂfe the errors:
(11) for each unit j in the output layer
(12) Errj = O;(1 — O;)(T; — O ); [l compute the error
(13) for each unit j in the hidden layers, from the last to the first hidden layer
(14) Errj = 0;(1 — 0;) X Errgw s /7 compute the error with respect to the
next higher layer, k
(15) for each weight w;; in nerwork |
(16) i‘.u.';; = ({)Errj Oy i weight increment
(171 wij = wij +Awggs } /7 weight update
(18) for each bias 8;in network |
(19) A8 = (1)Errj; /] bias increment
(20} 8; =6;+ A8 } // bias update
(21) H}

3.5 k-NearestNeighbor Classifier:

¢ Nearestneighbor classifiers are based on learning by analogy, that is, by comparing a

giventest tuplewith training tuples that are similar to it.

e The training tuples are describedhyattributes. Each tuple represents a point innan
dimensional space. In this way,all of the training tuples are stored mdanensional
pattern space. Whenwgin anunknown tuple, k-nearesneighbor classifier searches the
pattern space for thetrainingtuples that are closest to the unknown tuple. Théséning

tuples are th& nearesteighborsof the unknown tuple.
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e Closenesss defined in terms of a dence metric, such as Euclidean distance.
e The Euclidean distance between two points or tuplesXsay(xi1, X1, € , Xin) and

X2 = (Xo1, X22, € Xon), IS

- _— o p .
disti Xy, X2) = \." E (x1; —x0i)=.
| i=1

In other words, for each numeric attribute, we take the difference between the corresponding
values of that attribute in tupkand in tupleX,, square this difference,and accumulate it.

The square root is taken of the total accumulated distance count.

Min-Max normalizationcan be used to transforma valef a numeric attributé\ to vp in
therange [0, 1] by computing

o — v — ming
maxg —ming

wheraninpandmaxare the minimum and maximum values of attribAite

¢ For k-nearesheighbor classification, the unknown tuple is assigned the mostcommon
class among itk nearest neighbors.

e Whenk = 1, the unknown tuple iassigned the class of the training tuple that is closest to
it in pattern space.

¢ Nearestneighborclassifiers can also be used for prediction, that is, to returvauedl
prediction for a given unknown tuple.

¢ In this case, the classifier returns theesrmgevalue of the reahlued labels associated

with thek nearest neighbors of the unknowntuple.

3.6 Other Classification Methods:

3.6.1 Genetic Algorithms:

Genetic algorithms attempt to incorporate ideas of natural evolution. In general, lgangtig

starts as follows.

¢ An initial population is created consisting of randomly generated rules. Each rule can be

represented by a string of bits. As a simple example, suppose that samples in a given
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training set are described by two Boolean attripuédsand A2, and that there are two
classes,candG.

e The r ulANDNATRA, TNMENC,0 can be encoded as the b
the two leftmost bits represent attributes ad A, respectively, and the rightmost bit
represents the class.

e Similarly,t he r ul e, ANDROTMOHENAC,0 can be encoded as

e | f an attribute has k valwues, where k > 2,
values.

Classes can be encoded in a similar fashion.

e Based on the notion of survival of thadtt, a new population is formed to consist of
the fittest rules in the current population, as well as offspring of these rules.

e Typically, thefitness of a rule is assessed by its classification accuracy on a set of training
samples.

e Offspring are createbly applying genetic operators such as crossover and mutation.

e In crossover, substrings from pairs of rules are swapped to form new pairs of rules.

e Inmutation, randomly selected bits in a ru

e The process of generating new populagidased on prior populations of rules continues
until a population, P, evolves where each rule in P satisfies a pre specified fithess
threshold.

e Genetic algorithms are easily parallelizable and have been used for classification as
well as other optimizain problems. In data mining, they may be used to evaluate the

fithess of other algorithms.

3.6.2 Fuzzy Set Approaches:

e Fuzzy logic uses truth values betweefl @nd 10 to represent the degree ofmembership
that a certain value has in a given categBach category then represents afuzzy set.

e Fuzzy logic systemstypically provide graphical tools to assist users in converting attribute
values to fuzzy truthvalues.

e Fuzzy set theory is also known as possibility theory.
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e It was proposed by LotfiZadeh in196S§ an alternative to traditional twalue logic and
probability theory.

e |t lets usworkat a high level of abstraction and offers a means for dealing with imprecise
measurementof data.

e Most important, fuzzy set theory allows us to dealwith vague or inexetst f

e Unli ke the notion of traditional ASariiss po se
complement, in fuzzy set theory, elements canbelong to more than one fuzzy set.

e Fuzzy set theory is useful for data mining systems performingoaded @ssification.

e |t provides operations for combining fuzzy measurements.

e Several procedures exist for translating the resulting fuzzy output oeefuazifiedr crisp
value that is returned by the system.

e Fuzzy logic systems have been used in numerous fareasassification, including

market research, finance, health care, and environmental engineering.

Example:

low medium high

1.0

0.5 +

fuzzy membership

0 ! ! ! ! ! ! !
0 10K 20K 30K 40K 50K 60K 70K

income

L J

3.7 RegressionAnalysis:
e Regression analysis can be used to model the relationship between oneindeperelent
or predictor variables anddependentr respons&ariablewhich iscontinuousvalued
¢ In the context of data mining, the predictor variables are theattributes of interest describing
the tuple (i.e., making up the attribute vector).

¢ In general,the valued the predictor variables are known.
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e The response variable is what we want to predict

3.7.1 Linear Regression:
e Straightline regression analysis involves a response varigpéad a single predictor
variablex.
e Itis the simplest form of regression, and mogeds a linear function of.
That isy = b+wx
where the variance ofis assumed to be constant
bandw are regression coefficientsspecifying then¥ercept and slope of the line
¢ The regression coefficients,andb, can also be thought of as weights, so that we can
equivalently writey = wgp+w;x
¢ These coefficients can be solved for by the method of least squares, which estimates the
bestfitting straight line as the one that min#as the error between the actual data and
the estimate of the line.
e Let D be a training set consisting of values of predictor variabler some population and
their associated values for response varighl€he training set containB||data point®f
the formgy, y1), (%2, ¥2) . %pp, Ypp- (

The regressioncoefficients can be estimated using this method with the following equations:

||
Z (x; —X)(wi —¥)
_i=1
o .
N (x;—x)°
i—1

wp=Y—wiX
wherex is the mean value of, x2, € , Xp), andy is the mean value of, y>, € yp.
The coefficientsvy andw; often provide good approximations to otherwise complicated
regression equations.
3.7.2 Multiple Linear Regression:
e It is an extension of straigiihe regression so as to involve more than one predictor

variable.
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e |t allows response variablg to be modeled as a linear function of, saypredictor
variables or attribute#y;, A,,  An, describing a tupleX.

e An example of a multiple linear regression model basedon two predictor attributes or
variables, A and A, isy = Wot+W;X1+WoXo

wherex; andx; are the values of attributéds andA, respectively, irX.

e Multiple regression problemsare instead commonly solved with the use of statistical

software packages, such as S&&SS, and-Plus

3.7.3 Nonlinear Regression:

¢ |t can be modeled by adding polynomial terms to the basic linear model.

e By applying transformations to the variables, we can convert the nonlinear model into a
linear one that can then be solved by the method of least squares.

e Polynomial Regression is gecial case of multiple regression. That is, the addition of
high-order terms like<?, 3, and so on, which are simple functions of the single variable,
can be considered equivalent to adding new independent variables.

Transformation of a polynomial regression model to a linear regression model:

Consider a cubic polynomial relationship given by

Y = WotWiX+WoXo+WsX3

To convert this equation to linear form, we define new variables:

X1 =X, Xp = X° Xg=X°

It canthen be converted to linear formby applying the above assignments,resulting in the
equatiOIy = WotW  X+HWoXotW3Xs

which is easily solved by themethod of least squares using softwaegfession analysis.

3.8 Classifier Accuracy:

e The accuracy of a classifier on a given test set is the percentage of test set tuples that are
correctly classified by the classifier.

¢ In the pattern recognition literature, this is also referred to as the overall recognition rate of
theclassifier, thatsi it reflects how well the classifier recognizes tuples of the various

classes.
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e The error rate or misclassification rate of a classifier,M, which is simplgciM),
where Acc(M) is the accuracy of M.

e Theconfusion matrixs a useful tool for analyzingolw well your classifier can recognize
tuples of different classes.

e True positives refer to the positive tuples that wereectly labeled by the classifier.

e True negatives are the negative tuples that were correctly labeled by the classifier.

e Falsepositives are the negative tuples that were incorrectly labeled.

e How well the classifier can recognize, for this sensitivity and specificity measures can be
used.

Accuracy is a functioof sensitivity and specificity.

e pos o neg
ACCUTACY = SeNSIivity —————— <+ specificity ——————.
| pos 4+ neg | (pos+neg )
C. . [_pos
sensivity =
pos
. I_neg
specificity =
neg
. [_pos
precision =

(1_pos+ f_pos)

wherd _poss the number of true positives
posgs the number of positive tuples

t _negs the number of true negatives
neds the number of negative tuples,

f _poss the number of false positives
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Chapte#4

4.1 Cluster Analysis:

The process of grouping a set of physical or abstract objects into clasgadarfobjects

is called clustering.

A cluster is a collection of data objects that amilar to one another within the same
cluster and ardissimilarto the objects in other clusters.

A cluster of data objects can be treated collectively as one group and so may be considered
as a form of data compression.

Cluster analysis tools based k-means, kmedoids, and sevar methods have also been

built into many statisticalanalysis software packages or systems, sudRlas, SPSS, and

SAS.

4.1.1 Applications:

Cluster analysis has been widely used in numerous applications, including market research,
pattern recognition, data analysis, and image pro@gssin

In business, clustering can help marketers discover distinct groups in their customer bases
and characterize customer groups based on purchasing patterns.

In biology, it can be used to derive plant and animal taxonomies, categorize genes with
similar functionality, and gain insight into structures inherent in populations.

Clustering may also help in the identification of areas of similar land use in an earth
observation database and in the identification of groups of houses in a city according to
housetype, value,and geographic location, as well as the identification of groups of
automobile insurance policy holders with a high average claim cost.

Clustering is also called data segmentation in some applications because clustering

partitions large dataess into groups according to theimilarity.
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e Clustering can also be used for outlier detecfipplications of outlier detection include
the detection of credit card fraud and the monitoring of criminal activities in electronic

commerce.

4.1.2 Typical Requirements Of Clustering InData Mining:

U Scalability:
Many clustering algorithms work well on small data sets containing fewer than several
hundred data objects; however, a large database may contain millions of objects. Clustering
on asampleof a given large data set may lead to biased results.
Highly scalable clustering algorithms are needed.

U Ability to deal with different types of attributes:
Many algorithms are designed to cluster intetvaded (numerical) data. However,
applications may ragre clustering other types of data, such as binary, categorical
(nominal), and ordinal data, or mixtures of these data types.

U Discovery of clusters with arbitrary shape:
Many clustering algorithms determine clusters based on Euclidean or Manhattanedistan
measures. Algorithms based on such distance measures tend to find spherical clusters with
similar size and density.
However, a cluster could be of any shape. It is important to develop algorithms thatcan
detect clusters of arbitrary shape.

U Minimal requi rements for domain knowledge to determine input parameters:
Many clustering algorithms require users to input certain parameters in cluster analysis
(such as the number of desired clusters). The clustering results can be quite sensitive to
input parametersParameters are often difficult to determine, especially for data sets
containing highdimensional objects. This not only burdens users, but it also makes the
quality of clustering difficult to control.

U Ability to deal with noisy data:
Most reatworld databases contain outliers or missing, unknown, or erroneous data.
Some clustering algorithms are sensitive to such data and may lead to clusters of poor
quality.
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U Incremental clustering and insensitivity to the order of input records:
Some clustering algithms cannot incorporate newly inserted data (i.e., database updates)
into existing clustering structures and, instead, must determine a new clustering from
scratch. Some clustering algorithms are sensitive to the order of input data.
That is, given a geof data objects, such an algorithm may return dramatically different
clusterings depending on the order of presentation of the input objects.
It is important to develop incremental clustering algorithms and algorithms thatare
insensitive to the order afiput.

U High dimensionality:
A database or a data warehouse can contain several dimensionsor attributes.Many
clustering algorithms are good at handling {dimensional data,involving only two to
three dimensions. Human eyes are good at judging the gdalitigiering for up to three
dimensions. Finding clusters of data objects in highdimensionalspace is challenging,
especially considering that such data can be sparseand highly skewed.

U Constraint-based clustering:
Realworld applications may need to pemrorclustering under various kinds of constraints.
Suppose that your job is to choose the locations for a given number of new automatic
banking machines (ATMs) in a city. To decide upon this, you may cluster households
while considering constraints suchase ci t yés rivers and highwa
and number of customers per cluster. A challenging task is to find groups of data with good
clustering behavior that satisfy specified constraints.

U Interpretability and usability:
Users expect clusteringesults to be interpretable, comprehensible, and usable. That is,
clustering may need to be tied to specific semantic interpretations and applications. It is
important to study how an application goal may influence the selection of clustering

features andnethods.

4.2 Major Clustering Methods:

U PartitioningMethods

U HierarchicalMethods
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U DensityBased Methods
U Grid-Based Methods
U ModelBased Methods

4.2.1 Partitioning Methods:
A partitioning method constructspartitions of the data, where each partition represents a
cluster andk <= n. That is, it classifies the data inkogroups, which together satisfy the
following requirements:
e Each group must contain at least one object, and

e Each object must belong éxactly one group.

A partitioning method creates an initial partitioning. It then uses an iterative relocation
technique that attempts to improve the partitioning by moving objects from one group to
another.

The general criterion of a good partitionirgythat objects in the same cluster are close or

related to each other, whereas objects of different clusters are far apart or very different.

4.2.2 Hierarchical Methods:

A hierarchical method creates a hierarchical decomposition ofthe given set of data Abjects.
hierarchical method can be classified as being eigggomerativeor divisive, based on

howthe hierarchical decomposition is formed.

x Theagglomerative approachalso called thebottomup approach, starts with each
objectforming a separate group.skiccessively merges the objects or groups that are
closeto one another, until all of the groups are merged into one or until a termination
condition holds.

x Thedivisive approachalso calledthéop-down approach, starts with all of the objects in
the samecluster. In each successiveiteration, a cluster is split up into smaller clusters,

until eventually each objectis in one cluster, or until a termination condition holds.
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Hierarchical methods suffer fromthe fact that once a step (merge or split) is daneygver
be undone. This rigidity is useful in that it leads to smaller computationcosts by not having

toworry about a combinatorial number of different choices.

There are two approachesto improving the quality of hierarchical clustering:

x Perform caré u | anal ysis ofobject fAlinkageso at
Chameleon, or

x Integratehierarchical agglomeration and other approaches by first using a
hierarchicalagglomerative algorithm to group objects into microclusters, and then
performingmacroclustering on the microclusters using another clustering method such as
iterativerelocation.
4.2.3 Density-based methods:

x Most partitioning methods cluster objects based on the distance between objects. Such
methods can find only spheriesthaped clusts and encounter difficulty at discovering
clusters of arbitrary shapes.

x  Other clustering methods have been developed based on the notensitly Their
general idea is to continue growing the given cluster as long as the dentiiy
neighborhoodexceeds some threshold; that is, for each data point within a given
cluster, the neighborhood of a given radius has to contain at least a minimum number of
points. Such a method can be used to filter out noise (outliers)and discover clusters of
arbitrary shap.

x DBSCAN and its extension, OPTICS, are typical densdged methods that
growclusters according to a densitgsed connectivity analysis. DENCLUE is a
methodthat clusters objects based on the analysis of the value distributions of density

functions.
4.2.4 Grid -Based Methods:

x  Grid-based methods quantize the object space into a finite number of cells that form a

grid structure.
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All of the clustering operations are performed on the grid structure i.e., on the quantized
space. The main advantage of this appno&c its fast processing time, which is
typically independent of the number of data objects and dependent only on the number
of cells in each dimension in the quantized space.

STING is a typical example of a grlthsed method. Wave Cluster applies wavelet

transformation for clustering analysis and is both-gaded and densHyased.

4.2.5 Model-Based Methods:

X

X

Modelbased methods hypothesize a model for each of the clusters and find the best fit
of the data to the given model.

A modelbased algorithm may loa@tclusters by constructing a density function that
reflects the spatial distribution of the data points.

It also leads to a way of automatically determining the number of clusters based on
standard statistics, t a ki ng ushyrldingsrabdst o r

clustering methods.

4.3 Tasks in Data Mining:

U Clustering HighDimensional Data

U ConstraintBased Clustering

4.3.1 Clustering High-Dimensional Data:

It is a particularly important task in cluster analysis because many applications
require theanalysis of objects containing a large number of features or dimensions.
For example, text documents may contain thousands of terms or keywords as
features, and DNA micro array data may provide information on the expression
levels of thousands of genes enthundreds of conditions.

Clustering highdimensional data is challenging due to the curse of dimensionality.
Many dimensions may not be relevant. As the number of dimensions increases,
thedata become increasingly sparse so that the distance measuretiveanipairs
ofpoints become meaningless and the average density of points anywhere in the
data islikely to be low. Therefore, a different clustering methodology needs to be
developedfor higidimensional data.
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e CLIQUE and PROCLUS are two influentiglibspae clustering methogsvhich
search for clusters in sulsmesofthe data, rather than over the entire data space.

o Frequent patteibased clustering,another clustering methodology, extliatitsct
frequent patternamong subsets ofdimensions that occeqtiently. It uses such

patterns to group objects and generatemeaningful clusters.

4.3.2 Constraint-Based Clustering:

e |t is a clustering approach that performs clustering by incorporation okpseified
or applicatiororiented constraints.

e A constraint expresses a useroO6s expectat
clustering results, and provides an effective means for communicating with the
clustering process.

e Various kinds of constraints can be specified, eithera user or as per application
requirements.

e Spatial clustering employs with the existence of obstacles and clustering under user
specified constraints. In addition, sesupervised clusterimggnploys fopairwise

constraintsn order to improvethe qualityf the resulting clustering.

4.4 Classical Partitioning Methods:

The mostweHknown and commonly used partitioningmethods are
x Thek-Means Method

x k-Medoids Method
4.4.1 Centroid-Based Technique: Thek-Means Method

The kmeans algorithm takes the inppsirameter, k, and partitions a set of n objects intok
clusters so that the resulting intracluster similarity is high but the intercluster siynigarit

low.

Cluster similarity is measured in regard to the mean value of the objects in a, elhstar

canbe viewed as the clusterods centroid or cen

Thek-means algorithm proceeds as follows.
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o First, it randomly select& of the objects, each of which initially represents a cluster
mean or center.

e For each of the remaining objects, an objedssigned to the cluster to which it is the
most similar, based on the distance between the object and the cluster mean.

e It then computes the new mean for each cluster.

e This process iterates until the criterion function converges.

Typically, the squarerror criterion is used, defined as
k
E=Y Y lp-mf’
i=1peC;
wheret is the sum of the square error for all objects in the data set
pis the point in space representing a given object

m;is the mean of clustes;

4.4.1 The k-means partitioning algorithm:
Thekmeans al gorithm f or p asrceniertis representad by thelmeane e a
value of the objects in the cluster.

Input:

k: the number of clusters,

[): a data set containing n objects.

Output: A set of k clusters.
Method:

(1) arbitrarily choose k objects from D as the initial cluster centers;

(2) repeat

(3) (re)assign each object to the cluster to which the object is the most similar,
based on the mean value of the objects in the cluster;

(4) update the cluster means, i.e., calculate the mean value of the objects for
each cluster;

(5) until no change;
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Clustering of a set of objects based onkimeans method

4.4.2 The k-Medoids Method:

The k-means algorithm is sensitive to outliers because an object with an extremely large
value may substantially distort the distribution of data. This effect is particularly
exacerbated due to the use of sheareerror function.

Instead of taking the meanlua of the objects in a cluster as a reference point, we can pick
actual objects to represent the clusters, using one representative object per cluster. Each
remaining object is clustered with the representative object to which it is the most similar.
Thepartitioning method is then performed based on the principle of minimizing the sum of
the dissimilarities between each object and its corresponding reference point. That is, an
absoluteerror criterion is used, defined as

k

E= Z E lp — o],
i—1p=C;

wheret is the sum of the absolute erfor all objects in the data set

pis the point inspace representing a given object in clhster

gjis the representative object Gf
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e The initial representative objectre chosen arbitrarily. The iterative process of replacing
representative objects by non representative objects continues as long as the quality of the
resulting clustering is improved.

e This quality is estimated using a cost function that measures theagave
dissimilaritybetween an object and the representative object of its cluster.

¢ To determine whether a non representative obggatandom is a good replacement for a
current representativeobjedtj, the following four cases are examined for eachhef

norrepresentative objects.
Case 1:

pcurrently belongs to representative objegt|f gjis replaced byrandonfiSa representative object
andpis closest to one of the other representative objegis, thenp is reassigned to.

Case 2:

pcurrently belongs to representative objegt,If ojis replaced byrangon@sa representative object
andp is closest t@andom thenp is reassigned tOrandom

Case 3:

pcurrently belongs to representative objegt;l j. If ojis replaced byoangondS @ representative
object andp is still closest tap;, then the assignment does notchange.

Case 4:
pcurrently belongs to representative objeit,il j. If ojis replaced byangon@ls @ representative

object anp is closest t@rangom thenp is reassigned

tOOrandom
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4.4.2 Thek-MedoidsAlgorithm:

The kmedoids algorithm for partitioning based on medoid or central objects.

Input:

k: the number of clusters,

I a data set containing n objects.

Output: A set of k clusters.
Method:

(1) arbitrarily choose k objects in D as the initial representative objects or seeds;
(2) repeat

(3)
(4)
(5)
(6)

assign each remaining object to the cluster with the nearest representative object;

randomly select a nonrepresentative object, 0 pdoms
compute the total cost, §, of swapping representative object, o;, with 0,40

if § < 0 then swap o with 0andom to form the new set of k representative objects;

(7) until no change;

DEPT OF CSE & IT
VSSUT, Burla




The k-medoids method ismore robust thiimeans in the presence of noise and outliers,
because a medoid is lessinfluenced by outliers legragxtreme values than a mebilowever,

its processing ismore costly than themeans method.
4.5 Hierarchical Clustering Methods:

¢ A hierarchicalclustering method works by grouping data objects into a tree of clusters.

e The quality of a pure hierarchical clusteringmethod suffers fromits inability to
performadjustment once amerge or split decision hasbeen executed. That is, if a particular
merge or plit decision later turns out to have been apoor choice, the method cannot

backtrack and correct it.

Hierarchical clustering methods can be further classified as eitigilomerativeor divisive,
depending on whether the hierarchical decomposition is fbimea bottoraup or topdown

fashion.

4.5.1 Agglomerative hierarchical clustering:

e This bottomup strategy starts by placing each object in its own cluster and then merges
these atomic clusters into larger and larger clusters, until all of the objects asmghea
cluster or until certain termination conditions are satisfied.

e Most hierarchical clustering methods belong to this category. They differ only in their

definition of intercluster similarity.

4.5.2 Divisive hierarchical clustering:
e This topdown strategy odes the reverse of agglomerativehierarchical clustering by
starting with all objects in one cluster.
e It subdividesthe cluster into smaller and smaller pieces, until each object forms a cluster
on itsownor until it satisfies certain termination conditions, such as a desired number

ofclusters is obtained or the diameter of each cluster is within a certain threshold.

DEPT OF CSE & IT
VSSUT, Burla



4.6 Constraint-Based Cluster Analysis:

Constraintbased clustering finds clustetisat satisfy usespecified preferences orconstraints.
Depending on the nature of the constraints, constbaiséd clusteringmay adogither different
approaches.

Thereare a few categories of constraints.

U Constraints on individual objects:

We can spefy constraints on the objects to beclustereda Ireal estate application, for
example, one may like to spatially cluster only those luxury mansions worth over a million
dollars. This constraint confines the setof objects to be clustered. It canbeakiiyndled

by preprocessingafter which the problem reduces to an instance ofunconstrained

clustering.

U Constraints on the selection of clustering parameters

A user may like to set a desired range for each clustering parameter. Clustering parameters

areusually quite specific to the given clustering algorithm. Examples of parameters include
k, the desired numberof clusters in-mlkans algorithm; or #he radiusand the minimum
number of pointsn the DBSCAN algorithm. Although such usggecified paranters may
strongly influence the clustering results, they are usually confined to the algorithm itself.
Thus, their fine tuning and processing are usually not considered a form of cottstsmidt
clustering.

U Constraints on distance or similarity functions:

We can specify different distance orsimilarity functions for specific attributes of the objects
to be clustered, or differentdistance measures for specific pairs of objects.When clustering
sportsmen, for example,we may use different weighting scheméifgint, body weight,

age, and skilllevel. Although this will likely change the mining results, it may not alter the

clusteringprocess per se. However, in some cases, such changes may make the evaluationof

the distance function nontrivial, especially whers tightly intertwined with theslustering
process.
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