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PHASE TRANSFORMATIONS

Course Objective

The aim of this course is to gain an understanding of the role of phase transforanati the
development of microstructure and properties of metallic materials. Theecaitighlight a

number of commercially-significant applications where phase transformatiemsportant.

Course Overview

Nucleation in the liquid and solid states; thermodynamics of phase traretions,;
solidification of pure metals and alloys; thermal supercooling; constitutisnpercooling;
interface stability; solute redistributior; Solid stat¢ transformation : nucleatiol anc growtr of
phases; diffusion mechanisms; transformation kinetics; transformatagrasins. Diffusional
and Diffusionless transformations: decomposition of solid solutions; ordem@agtions,

spinodal decomposition; eutectoid, bainitic and martensitic transformatiepects of ferrous

metallurgy and common classes of low carbon and alloy steels to be taughatilgpt
some of the principles involved.

L ear ning Outcomes

Enhanced critical thinking, analytical and problem solving skills in malgerscience an

engineering. An understanding of the principles underlying liquid-to solid and salid{shase

transformations in a range of materials. An understanding of the importance st
transformations for controlling microstructure and properties in engineerimygsal
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Classification of materials

Composites: have two (or more)
solid components; usually one is
matrix and other is a reinforceme

A
Nt

Materials
Monolithic|  [Hybridg —
Metals (& Alloys) [« » Composite /
Ceramics & Glasse%!—
» Sandwich
Polymers (& Elastomer |«
» Lattice
/// 7 /////'/‘/?

A 4

o 4
Segment @ .

Segmented Structures: are
divided in 1D, 2D or 3D
(may consist of one or
more materials).

Sandwich structures: have a
material on the surface (one
or more sides) of a core
material

Lattice* Structures: typically a
combination of material and spac
(e.g. metallic or ceramic forms,

aerogels etc.).

Hybrids are
designed to improvge
certain properties df
monolithic material$

*Note: this use of the word 'lattice’ should not be confused with the use of the word in connection with crystallography.
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Length scales in metallurgy

 Casting
Thermo-mechanical  * Metal Forming
Treatments * Welding _
Crystal « Powder Processing
5 1 « Machining
Atom » Structure »Microstructure \Component
v
Electrc- 4 D
magnetic Phases |+|| Defects||+| Residual Stress
& their_distribution ‘\\
U Structure could imply two types of structure: e \/acancies

» Crystal structure

> Electromagnetic structure « Dislocations

» Fundamentally these aspects are two sides of the same * Twins
coin « Stacking Faults
O Microstructurecan be defined as: e Grain Boundaries
((jl_:’ha}ses_lr Defect Structure- Residual Stresgnd their « \0ids
istributions
L Microstructure can be ‘tailored’ ipermo-mechanical * Cracks
treatments

9
Processing deter mines shape and microstructure of a component



Length scales in metallurgy

Let us start with a cursory look at the length esahvolved in Materials Science

Didocation Stressfields

Angstroms _, Nanometers Microns Centimeters
Unit Cell' — Crystalline Defect$— Microstructur » Component
Grain Size /

| | | | | | | | |
10° 10° 10 107 10° 10° 10 10° 10> 10' 10°

< Metres —>

*3mple Unit Cells 10



Transformations in Materials

Defects Residual stress

Phases

[Phases can transfo}m [Defect structures can chaﬂge [Stress state can be alte}ed

Phase Defect structure Stress-state
transformation transformation transformation

Geometrical | Physical

Structural Property

‘ Phase}s {Microstructur%

{Phases Transformations {Microstructural Transformatioﬂ\s
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Classification of Transformations

Thermodynamic$ Order of a phase transformation
Ehrenfest, 1930

c —

Classification of © Reconstructive
Phase % Mechanisr

Transformations M Buerger, 1951 Displacive

Non-quenchabI({aAthermal — Rapid

Kinetics

le Chatelier, (Roy 1973) Quenchable Thermal — Suggish
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Classification of Transformations

d The thermodynamic characteristi Eards 1 order
associated with the phase transformati A A
can be used to classify transformations;
this classification methodology, if thetn
derivative of free energy (G) with respect|ti ©
temperature (T) and pressure (P)
discontinuous, it is defined as thé& norder
transformation.

[ As shown in Fig., in transformations such A
melting the first derivative has the
discontinuity; hence, melting is a first ord | _
transformation; on the other hand, in sopl © oroe H
of the order/disorder transfor- mations, it ,/:mmmuw
the second derivative  which :
discontinuous, making it the second ord T
transformation.

G

No
discontinuity

>
T

Figure: The thermodynamic classification of transforioasi Discontinuity

I

1

I

I

I

I

I

I
the first derivative of the free energy ‘G’ with respect to Cp |
temperature ‘T’ , that is the enthalpy ‘H’ is discontinuougshe :
transformation temperature &s shown in the first column; th :/
second derivative of the free energy with respective| to /n =
temperature Cis discontinuous while ‘H’ is not in the seco '
column, making the order of transformation second. T T T T




Classification of Transformations

Classification of Transformations

!
| |

Heterogeneous Transformations Homogeneous Transformations
(nucleation and growth)

Spinodal decomposition
Order-disorder transformation

! ! ! !

GROWTH CONTROLLEL GROWTH CONTROLLED B) GROWTH CONTROLLED BY A THERMAL

BY HEAT TRANSFER HEAT AND MASS TRANSFER THERMALLY ACTIVATED GROWTH
MOVEMENTS OF ATOMS l
Solidification of pure metals Solidification of ajle ‘ Martensite
transformations
SHORT RANGE TRANSPORT LONG RANGE TRANSPORT
(interface controlled)

Polymeric transformations
Massive transformations
Recrystallization o , _ _ , _
Grain growth, etc. Precipitation dissolution Eutectoid reactions

Discontinuous precipitation

Continuous Reaction Discontinuous Reaction




Classification of Transformations

L Phase transformations can be classified as homogeneous (transformatiamsak@iplace
through spinodal mechanism in which transformation takes place throughout theathateri
and heterogeneous (transformations which take place through nucleation awwth (gr
mechanism in which transformation takes place heterogeneously at a &espin the
material at the start of the transformation).

O Transformations can also be classified as diffusional (or, so c¢alleilian) and
diffusionless (or, so called "military') depending on the mechanism. Wiliar
transformations, the nucleation and growth take place via diffusion a$sigienic motion.
On the other hand, in the military transformation, the nucleation and gr@idih shear angd
shuffle of atom¢ by less thar one atomic displacemer anc the movemer of all the
participating atoms is coordinated.

O There are transformations which are thermally activated (which ajigiare based on
diffusion) while there are others which are athermal.

J The transformations can also be diffusion controlled or interface controlled.

J Transformations can also be differentiated based on whether theacgerformed are
glissile or nonglissile.

U In some transformations there are compositional changes while in some otleeatharg
composition changes.

O Further, transformations which are diffusional can either involve long randesdif or
short range diffusion. 15
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Introduction

O The fields of Thermodynamics and Kinetics are vast oceans and this chalptetroduce
the bare essentials required to understand the remaining chapters.

O Let us start by performing the following (thought) experiment:

Heat a rod of Al from room temperature to 500~ As expected the rod will expand
(A — Binfigure below).

L The expansion occurs becausévad reasons
1> Vibration of atoms (leading to an increase in average spacing bedoaas— the
usual reasort)\ﬁ M in figure below).

L 2> Increas in the concentratio of vacancies (a vacanc' is createi wher a Al atonr goe:
to the surface and for everiyvacancies created the volume equal tonit cell is added)
(M — B in figure bdow). The 29 reason is a smaller effect in terms of its contribution to |the
overall increase in length of the specimen

A

I ——

— Metal eXpandS on

Exaggcrated schematic P heating due t@ different
. - physical reasons!

M

* |t costs energy for the systemto put vacancies (broken bonds, distortion to the lattice)
— then why does the system toler ate vacancies?

17



Introduction

L Now let us perform another (thought) experiment to put in perspectiypedhi®us
experiment:

Heat a elastomer (cut rubber band) which has been stretched blf weaigiat by about
20°C (room temperature + 26) — the stretched rubber band wabntract!

O The 29reason for the expansion of the Al rod is closely related to theactiotm of the
stretched rubber band! occurs because of thermodynamic reasons (quantities like Gibbs
Free Energy (G) and Entropy (S)), which we shall learn in thapter.

O In the case of the heating of the Al rod- “how the vacancies forani issue okinetics.
Kinetics will be dealt with in thtopic of kinetic:and chapter on Diffusio

A ‘stretched’ elastomel
contracts on heating!
Natural length 4 L ,
Extended length - engti on

&-w

Due to weighr heitmﬁ

18



Introduction

 Let us next consider the melting of a pure metal at its melpomt (MP) (at
constant T and P} by supplying heat to the sample of metal (so that the metal
sample is only partly molten). At the MP the liquid metal isaquilibrium with
the solid metal.

 The liquid has higher potential energy as well as highertianenergy than the
solid.

 Then why does the liquid co-exist with the solid?

 The answe to this questiol lies in the facl thaf interna energ) is notl the measur
of stability of the systenfunder the circumstances).

d We will learn in this chapter that it is the Gibbs Free Ener®y.(The molten
metal has higher energy (internal energy and enthalpy)alsat higher Entropy.
So the melting is driven by an increase in Entropy of the sgst€he molten
metal and the crystalline solid metal have the same>(Gence they co-exist in
equilibrium.

19



Stability and Equilibrium

O Equilibrium refers to a state. wherein there is a balance of ‘forces’* (as we shall see
equilibrium points have zero slope in a energy-parameter plot)

L Stability relates to perturbatiorfasually small perturbations** about an equilibrium stdte)
(as we shall see stable relates to the curvature at the equilibrium points).

L Let us start with a simple mechanical systesma rectangular blockFigure in next dide)
(under an uniform gravitational potential).

L The potential energy (PE) of the system depends on the height of the centre @y gravi
(CG).

L The system has higher PE when it rests on face-A, than when it rests eB.face

[ The PE of the system increases when one tilts it from-&€C2 configuration.

Q

In configurations such as C1,C2 & C3 the system will be in equilibrium. (will not
change its configuration if there are no perturbations).

U In configuration C2 the system has the highest energy (point B) and anyl [sma
perturbations to the system will take it downhill in energyUnstable state

L Configuration C3 has the lowest energy (point C) and the system will retuhiststate if
there are small perturbations the Stable state.

* Force has been used here in a generalized sense (as an agent which can cause changes)

** Perturbation is usually a small ‘force/displacemt’ imposed in a short span of time. 0



= f(height of CG)

Potential Energy

Centre
Of
Gravity

--1---»0

Unstable

Metastable state

Ball on a plane
Neutral Equilibrium

Stable

Lowest CG of all possible
states

v

Configuration
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Stability and Equilibrium

a

a

a

Three kinds of equilibrium (with respect to energy)

Configuration C1 also lies in an ‘energy well’ (like point C) and smalltpdyations will
tend to bring back the system to state C1. However this state is not thealgalrgy,
minimum and hence is called\detastable state

Additionally, one can visualize a state of neutral equilibrium, like a ballaoplane
(wherein the system is in a constant energy state with respect to conifogisia

Points to be noted:

» A system can exist in many statesseen even for a simple mechanical system: block on a plane)
» These states could be stable, metastable or unstable

» Using the relevant (thermodynampotentia the stability of the system can

characterizedn the case of the block it is tipetential energy, measured by the height of the CG for tt
case of the block on the plane)

» System will ‘evolve’ towards the stable state providedficient activationis provided
(in the current example the system will go fromtG@LC3 by ‘sufficient jolting/shaking’ of the plane)

Q
Q
Q
Q

Global minimum— STABLE STATE

Local minimum— METASTABLE STATE
Maximum— UNSTABLE STATE

Constant energy»> Neutral State/Equilibrium

e
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Law’s of Thermodynamics

4 Zeroth law of Thermodynamics

If two systems are each in thermal equilibrium with a thittent all three are i
thermal equilibrium with each other. (Similar to the trdive property of
equality in mathematics; i.e. If a=b and b =c, then a=c)

No heat flows No heat flows No heat flows

(Aisin equilibrium with B) (B isin equilibrium with C) (A isin equilibrium with C)

d First law of Thermodynamics

This is a statement of the conservation of energy i.e. Whah (@9 is added to &

system, it increases the internal energyJ{ of the system and the system dg
some work YV) on the external world.

r=—4

DES

AU=Q-W Signs of Q and W
Q Positive | System gains heat
For infinitesimal change of the state, Q Positive | System loses heat
du = 5Q —SW W Positive| Work done by system
W Positive| Work done on system .




Law’s of Thermodynamics

U Second law of Thermodynamics:
In an isolated system, natural processes are spontane@ustivy lead to anp
Increase in disorder, or entropy i.e. The entropy of a systean adiabatic
enclosure always increases for spontaneous/irrevensibtesses and remains
constant during a reversible process but it never decreases

Entropy Sisdefined by the equation

ds = e
=

and is a function of state.

4 Third law of Thermodynamics:
The entropy of a perfect crystal is zero when the temperatifitee crystal IS
equal to absolute zero (0 K).

ImAS=0
T-50

24



Thermodynamic parameters

In Materials Science we are mainly interested with condensed nst&Ems (solids anld

liquids) (also sometimes with gases)
The state of such a system is determined Bgténtialsanalogous to the potential ener:

Jy

of the block (which is determined by the centre of gravity (CG) of the block).

These potentials are th€hermodynamic PotentialA thermodynamic potential is
Scalar Potential to represent the thermodynamic state of the system).

The relevant potential depends on the ‘parameters’ which are being held ccanrsdathie
parameters which are allowed to change. More technically these aes
State/Thermodynan Variable: (A state¢ variable is a precisely measurabl physica
property which characterizes the state of the system- It does notrmaatte®® how the
system reached that stat®ressure (R)Volume (V), Temperature (T,)Entropy (S)are
examples of state variables.

There are 4 important potentials (in some sense of equal stature). Tiedatarnal
Energy Enthalpy Gibbs Free EnergyHelmholtz Free Energy.

Intensive propertieare those which are independent of the size of the system
> P, T

Extensive Propertieare dependent on the quantity of material
>V, E,H S, G

a

25
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Heat capacity

 Heat capacity is themount of hea{measured in Joules or Calories) needed to raisaran
amount of substand@gneasured in grams or moles) by anit in temperaturdmeasured irfC
or K).

O This ‘heating’ (addition of energy) can be carried outamstant volume or constant pressure.
At constant pressure, some of the heat supplied goes into doing work of expansionsaisd les
available with the system (to raise it temperature).

O Heat capacity at constant Volun(&,): It is the slope of the plot of internal energy with tempearat

d Heat capacity at constant Press((fe): It is the slope of the plot of enthalpy with temperature.

O Units: Joules/Kelvin/mol, J/K/mole Ji°C/mole JI°Clg.

oE
(%), o=(2)
oT v P oT .
 Heat capacity is an extensive property (depends on ‘amount of matter’)

O If a substance has higher heat capacity, then more heat has to be addiseé its temperature.
Water with a high heat capacity (of *****) heats up slowly as compared ito(aith a heat
capacity, G = 29.07J/K/mole)= this implies that oceans will heat up slowly as comparef to
the atomosphere.

O As T- 0K, the heat capacity tends to zero. |.e near 0 Kelvin very little tsequired to raise
the temperature of a sample. (This automatically implies that verg lilat has to added to
raise the temperature of a material close to OK.

\1%4
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Internal energy

Internal Energy (U or E) = Kinetic Energy (KE) + Potential Energy (PE)
The origin of Kinetic Energy— Translations, Rotations, Vibrations

A
A
 The origin of Potential Energy» Bonding between atoms (interactions in the saolid)
A

The increase In internal energy on heating from O to T Kelvin is given by
equation below; where \Cis the specific heat at constant volume angig&the
internal energy of the system at OK.

 For a cyclic process, change in internal enelyy or AE) becomes zero.
ouU ouU
AU=|— | dV+ — | dP=f(V,P
At constant temperature ( 3V jp ( P jv V,P);
-
At constant volume AU =[Y ) gp+[Y ) g7 = f(PT), U=u, +_[CvdT
oP ) oT ), .

At constant pressure AU = U dv + ou dr=f(\,T)
; oT ), P

27
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Enthalpy

O Enthalpy (H) = Internal Energy + PV (work done by the system)
L Measure of the heat content of the system
L At constant pressure the heat absorbed or evolved is givH by
O Transformation / reaction will lead to change of enthalpy of system
 Gaseous state is considered as the reference state withraotiotes
L For condensed phases PV <<EH ~ E
 The increase in enthalpy on heating from 0 to T Kelvin is given bygihatien below;
where (; is the specific heat at constant pressure g, is the internal energy of tt
system at OKH0 represents energy released when atoms are brought together fraasabesystate to form a solid at zero
Kelvin
ad Enthzalpy Is usually measured by setting H = 0 fpuee element in its \stable state at 298 K (RT)).
s \ T
__:T o v H=Hy+[CodT
: \ 0
1; (
o \\\ T
u YH = [ CodT
Pure Metal :m . Pure Metal O

T TE) 0 T (K)— 28



Relation between enthalpy and specific heat

O

Let us first consider a single component system.

If we keep the system isolated and do not allow it to interact with theoauadings, the

internal energy of the system will not change. This is actually a closedmsyste

However, if the system is allowed to interact with the surroundings (feitit acts as e
open system) internal energy might change.

Suppose the system does waiW/ in the surroundings and takes h&#&) from the
system, then according to thest law of thermodynamics, the change in internal enert
of the system is

dE = Q- W

So after spending some energy for work, rest of the energy is added to tleensls
Increase the internal energy.

Here exact differential is used for energy because it does not depend ontthangk
function of the state only. On the other hand heat and work depend on the path.

If a system changes its volume QY at a constant pressuie the work can be expresst
as dw=PdVv

So, dE =0Q-PdV, we know H = E+PV
dH = dE+PdV+VdP
dH =dQ + VdP

29
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Relation between enthalpy and specific heat

a

a

If we divide bydT on both sides we get  |dH :Qﬂ/ﬁ
dT dT dT
Specific heat capacityC, at a constant pressure is defined as the heat required to
increase the temperature of the system by one degree. So it can be expressed as

(23]

After integration, we can write

H T T
JdH =[C.dT|  |H; =H,+[C,dT
0

p
Ho 0

-
Hy = OH g0+ [C,dT

298

H; , Hy, andAH,qg are the enthalpies at temperature, T, O, and 298K respectively

Note that we can not measure absolute thermodynamic values. We rather ena
relative value, Hygis considered as reference value.

For pure metals it considered as zero.
30
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Helmholtz Free Energy

O Helmholtz Free Energy (Aor F) =ET.S

O S is the entropy of the system

L At constant V & Tfor a process/reaction* to take place spontaneously the system has t
reduce its Helmholtz Free Energy. For a system to go frote*dta> 2 the change ik
would be:
F,-F,=AF=(E,-E)-T(S,-S)=AE-TAas |AA=AE-TAS
This change of ‘state’ would take place spontaneoudlif is Negative

O This implies thatl reaction which leac to ar increas in the interna energ' (E) are
allowed (at a ‘sufficiently high’ temperature) if there is a Entropic b#gnfer the
process to occufthe concept of entropy will be dealt with in the context of Gibbs Free
Energy)

31



Gibbs Free Energy (G)

CONCEPT OF ENTROPY

Gibbs Free Energy (G) =HT.S G=H-TS
» Sis the entropy of the system

For a process/reaction* to take place spontaneously the system has to itsdbitd#s
Free Energy (atonstant P & ). For a system to go from ‘state’ % 2 the change in
would be:

G,-G,=AG=(H,-H)-T(5-S)=AH-TAS | AG =AH - T AS
This change of ‘state’ would take place spontaneousl{ifs Negative

This implies thateven Endothermic reactions are allowed (at a ‘sufficiently hi
temperature) if there is a Entropic benefit for the process to occur

An example of the above is the presence of (‘equilibrium concentration’ of ynaesin
a crystal

Many a times we are concerned with the relative stability of two phatsagjiven T anc
P. We asks questions such-ast 1 atm. pressure & SC, which of the phases is stab
ice, water or steam?

\™ I*4

oh’

e.
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Gibbs Free Energy (G)

x., Melting transition

The path followed by the wlai:vlt‘

phase 15 shown m red hingel
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Entropy (S)

Entropy is perhaps one of the most profound and subtle concepts of nature.
It is @ measure of uncertainty about the system.

Entropy can be understood looking at Macroscopic picture(interpretation) or &
Microscopic picturginterpretation)next siide).

Though these are different approaches to understand entropy— the result sartne
entropy.

In the Macroscopic view we work at the system level and worry abbsdrvable average
guantities. In the Microscopic view we ga into all the *details abou the systen.

The entropy of an isolated system will incregsannot spontaneously decrease).

The microscopic interpretation (view) is tistatistical Physics/Mechanics pictusghich
Is valid for large systems (i.e. systems with a large collectionsarhat molecules etc.).

“Entropy Is time’s arrow” — time increases in the n
direction of increasing entropylhe universe is in a
expanding phase now. If it were to stop expanding and
start contracting — entropy of the universe would
decrease in the contracting phase.

Lntropy &5

f==]

T(K)

34



Relation between entropy and specific heat

U the knowledge on entropy (which cannot be spent to do a work) is required to determi
how much energy is available (free energy) in a system to do useful wonk the total
heat content or enthalpy.

L Second law of thermodynamics states that the entropy of a system \wélr ggmain the
same or try to increase.

O When system moves from one equilibrium state 1 to another equilibrium state|2 b
changing heat adQ, the entropy S in a reversible process can be defined-as

5,-5= )22

L The value at zero Kelvin is zero and considered as the reference staetfopy, so tha
the entropy at any temperature T can be expressed as

TR
S =7

L4

—t

O Previously we have seen from the relatish= E + PV and using the first law of
thermodynamics

0Q = dH
J We know dH :CIO dT, So the entropy at T can be expressed a§r }C_
T
0




Relation between entropy and specific heat

 Sometimes value of the entropy at the standard state (298 K) is available awdttamn as

rC
S =08y, + [ 2T

298

L Sothe free energy at temperature, T can be determined

G, =H, -TS;

T T
Gy =AH,q + [CodT —T(ASZ95+ | %dTJ

298 298

T T
C
G, = [ CodT —T(ASZ98+ | ?PdT] In pure elements

298 298

d Specific heat is expressed as /,__f—
Cr =A+BT —% A, B and C are constants. | /
O Specific heat is expressed in terms of empirical formula as 3 //
expressed above. )
Temperature. T

Specific heat changes with temperature as shown inethe figure




Entropy (S)

=
= S
------------ = £
Thermal Iwo views andiotwo types_~> () Configurational + othert § %
5 S 2z 8
£ The entropy change of a system . -
= . - \\\ AN PAERRN = [~
= at temperature T absorbing an (S N = k\.|n;w‘: %53
% infinitesimal amount of heat eonfig U3 T s 2%
. £ AQinareversible way, is: 328
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-§ aE AQ Boltzmann constant (1.38 x 10722 J/K)
g = hermal : : : e
§ < 2 - T No. of different configurationsthe system <
= S8
a8=Y : .
A A A * For a system atConstant Energymany microscopic states can

give a macroscopic state of identical energy. These microscopic
states could originate from various sources l&enfigurational,
Electronic, Vibrational and Rotationstates.

* In many cases the configurational term may be the predominant
one considered.
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Entropy (S)

a

a

One way of simply stating the ‘concept behind entropy’is

— A system will, more often than not, be found in ‘states; with higher probability.
(This is nothing but the statement of the obvious!)

However, the implications of the above are ‘profound’. This can be best understood by

considering the mixing of two ideal gases (or in the ‘toy model’ below as the muxiry
circles-3 redand3 blug on 6 fixed lattice sites).

Assuming that red and blue circlean move about randomly on the fixed siga®d also

assuming that therobability of the occlirrence of each state is identical (i.e. no state i

preferred over any other state); there are 20 possible configurations as shthemext
slide.

AS seen(rom the figure in the next sidefhe majority of the states (18/20) are ‘mixed states’

only two are the ‘totally’ unmixed ones.

Hence, purely from a probabilistic point of view, mixed states occur more dffi@m the
unmixed ones.

This implies, if we start with a unmixed configuration as in the figure below e
system can access all possible states with equal probabilithe system will go from ¢
unmixed state (of low entropy) to a mixed state (of higher entropy).

and

P=~4

|1 =4

A | B o _ 16 _654_
- ® o A d o Qnmixedstate, ° I313 3.2.1

Two boxes separated by a barrier
initially




U

L

O O0—C—C—C—~C—CO—0—@—0—C0—0

. 1 1
= =
i -
\‘ @, i i
S===
v 11

Qnmixed statg

* In the case of two gases initially separated by a barriercahi
is allowed to mix on the removal of the barrier: the numbelr of
mixed states are very large compared to the unmixed sjates.
Hence, if all configurational states are accessible, t
will more likely found in the mixed state. l.e. the systemlwil
go from a unmixed state to a mixed state (worded differgntly
the system will go from ‘order’ to ‘disorder).

= On the other hand it isinlikely (improbable) that the syster
will go from mixed state to a unmixed stat@hough this is
not impossible — i.e. a mixed system can spontaneously get
‘unmix’ itselfl!)

-

Mixed states with ‘various’ degrees of mix

Note: the profoundness of the concept of entropy comes
fromits connection to energy (via T)

18 mixed states
2 unmixed states

oo o —® o —9 0 e — e ——8—— &

un

* Ve assume that all states have equal probability 95

/\\

Unmixed staté  qooyrri ng and are all accessible



Entropy change due to mixing of two pure elements

O Let us consider the entropy change due to mixing of two pure crystalline atee B
(a simple case for illustration of the concept of entropy).

O The unmixed state is two pure elements held separately. The mixed &iatao(v
assuming that the enthalpy of mixing is negative- i.e. the elements wamnkjaoepresents
an atomic level mixing of the two elements.

O Let the total number of lattice sites (all equivalentj\be

L The Entropy of the unmixed state iero (as in pure crystalline elements atoms gre
indistinguishable and hence represent one statg)»& S, 5=k In(1) =0

d In the mixed state the entropy of the system increiS,cq statd _ne N!

J

O The number of permutations possible in the mixed system is " (N —=ny)! (ny)!

I
AS=KInw=k In AL
AS= Smixed state Spur ements(A& B) (nA)! (nB)!

|
Z€ero AS=kInw=k In N
(N=ny)!n,!

An useful formula for evaluating In(factorials)tie Stirling’s approximationn!~+/2m (gj

Ln(r!) =rin(r) —r ri=|r 10

~ = asymptotically equal, e = 2.718...



Entropy change during melting

L At the melting point of a material when heat is supplidé®] to the material it does not
lead to an increase in the temperature. Instead, the absorbed heableaaltirig- i.e. the
energy goes into breaking of bonds in the solid and consequently a transformatiea in t
state of the material (solid> liquid). The entire process of melting takes place at a
constant temperature (J. The heat absorbed is called the Latent Heat of Fusion
(AHfusior*)'

O Suppose we take a mole of Al atoms melt then the change in entropy can betealada
below.

O In the solid stat¢ the atom: are fixed on a lattice (of course with vibrations! anc this
represents a ‘low entropy’ state. On melting the entropy of the systemases as the
atoms are free to move around and may configurations are possible. From this point of
view often Entropy is considered asreeasure of disordghowever, it must be clear that
the phrase ‘measure of disorder’ is used with the understanding of the context)

Data: Enthalpy of fusionAH;) = 10.67 kd/mole, Melting Point () = 933.4 K (660.2%C)

_AQ AH, 10.67x 18
ASraing = T T 9334

m

=11.43J /K /mole
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Single component system

3000

Liqud

a (BCC)HT

boundary

=__.-~"" Increase P apd gas will
liquefy on crossing phase

This line slopes upward as at conswtfnt

T if we increase the P the gas
liguefy as liquid has lower volum
(similarly the reader should dra

horizontal lines to understand the effe

of pressure on the stability of variot
phases- and rationalize the same).
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e
W
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Phase fields of close packed structur
expand under higher pressure

SN)

These lines slope downward as: Unc
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S
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Gibb’s free energy change with temperature in a
single component system

L An isolated system always tries to maximize the entropy. That méansystem is stabILe
when it has maximum possible entropy.

U Instead of considering isolated system, we need to consider the sydtan mteracts
with the surroundings because heat transfer is always with respect to tloairglings
only.

d Any transformation is possible only whait+dS,,,,, = 0 where dS is the change i
entropy of the system.

O In areversibli process wher systen car transforn bacl to its previous state it is equa to
zero and in an irreversible process when the system cannot come backrevitsus state
IS greater than zero.

L We need to find the stability with respect to another term, for the sakemfenience
which can be used without referring to the surroundings. We shall show now tlegt fre
energy is rather a suitable property to define stability of the phases.

L Let us consider that the system absorbs some amount obQefibom the system. Since
the surrounding is giving away the heat, we can write

s, -2

surrou
T

—

|1 =4
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Gibb’s free energy change with temperature in a
single component system

L We have seen before that in an isobaric sysiéh+ dH. So we can write

as-9 50
T

dH -TdS<O0

L We are considering isobaric system. If we consider the transformati@n particular

temperature T constant, dT = 0) then
dH -TdS-ST <0
d(H-TS)<O0
dG<0

 So we have derived a more reasonable relation, which can be used withouhgetethe
surroundings.

O In an reversible process, such as allotropic transformation or the traxafon from solid
to liquid or liquid to solid the free energy change is zero. There will beyneaeversible
transformations (later we shall see these kinds of diffusion controlledftramations),
where dG is less than zero.

L This also indicates that a system will be stable when itrhisssmum free energy, so that it
IS not possible to get anymore dG less than zero by any further transformation.
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«-1 Stability of the phases in a single component system

 One component can have different stable phases at difféeemterature and
pressure ranges, for example, solid, liquid and the gasephas

[ One phase is said to be stable, when it has lower free energpared to othe

phases in a particular range of temperature and pressure.

Let us consider constant pressure.

To compare the stability of different phases in a partictédaige of temperatures,

we neec to calculati the free energ of the phase with respec to temperatur.

O To determine Gibb’s free energy at a particular temperatwe need tq
determine H and S. Similarly it can be calculated at everypenature to gair
knowledge on the change in free energy with temperature.

O As mentioned previously the data on specific heat are aaila literature and
these parameters can be calculated.

OO

—
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L From the definition, we know that the slope
the enthalpy at any temperature is equal to
specific heat at that temperature.

G=H-TS

dG =dH -TdS— T (H =E+PV)

dG =dE+PdV +Vdp-TdS—-JT (dE=RQ-PdV)

dG =3 -PdV + PdV +VdP -TdS — dT

dG =TdS+VdP -TdS— T
Qg

dG =VdP — AT T

 So at a constant pressure the slope of the

energy curve
(a_Gj =-S
oT ),

of
the

Arbitray valuesof H, Sand G
o

free

dG__

dT $

Temperature, T

Typical variation of thermodynamig
parameters are shown in the figure.

O If we want to know whether a solid or liquid phase will be stable at a particular
temperature or in a temperature range, we need to find free energy for both the phases.
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O For that we need to know the variation of spec

heat with temperature for both the phases as sh
in the figure.

Specific heat for a liquid phase is always higher tl
the solid phase. That means energy required
Increase the temperature by one degree for lig
phase is higher than the solid phase.

Superscrip S anc L denott the solid anc liquid
phases.

fic
oV

nal

L ——
—

Jui

Free energy for liquid phase changes mor

drastically compared to the free energy of the lig
phase because entropy of the liquid phase is alv
higher, which is the slope of the free energy.

At melting point, free energy for both the phases
the same and the difference between the enthalf
these two phases is equal to the latent heat of fu
L.

LIiC
va'

S1(

fic Heat,C,

Speci

Arbitrary values of G, H

Temperature, T

Temperature




k=9 Stability of the phases in a single component system

O It must be apparent that one particular phase at certain temperature rédinoge stable, if
the free energy, G is lower of that phase than the other phase.

O At low temperature range, one particular phase will be stable, whichomagnthalpy,
since “TS” term will not dominate. That is why solid phase is stable attienvperature
range.

L On the other hand, at higher temperature range, phase having higher entropy will be
stable since in this range “TS” term will dominate. That is why liquid phasgtable at
high temperatur range.

O This is the reason that-Ti with close packed HCP structure is stable at low temperature
range, whereas, at high temperature rapge with relatively more open BCC structure
IS stable.

O If we fix a temperature, we have seen that one material/elemelnevdtable as one tyge
of phase with a particular state compared to other.

O It can stay in equilibrium if it has minimum free energy and dG=0, it iatks that fot
small fluctuation it does not move to another state.

L Only dG = 0 is not sufficient condition, since we have seen that at the mgltaimg both
the liquid any solid phases can stay together.

L4
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Let us consider two different states (different ator
arrangements) of a material, as shown in the figu
State 1 fulfills the condition dG=0, but G is n
minimum.

State 2 is in the most stable condition, since G

minimum and also dG=0

Material at state 1 is called metastable state,
example diamond metallic glas:.

Material at state 2 is the equilibrium state or m
stable state, for example, graphite. Given chal
material will transform from the state 1 to state 2.
Transformation is possible only when driving for
for transformationAGy, . IS Negative

AG=AG, =Gy —Giia =6, — G,

C

State 1 State 2

However, straightforward transformation is not possible. It should cross i@ibarr

The barrier ISAGy,,,, = AG, = activation energy that is the barrier for the phase

transformation. The barrier comes from the need for nucleation and diffusion. o




Clausius - Clapeyron Equation

From previous studies
dG =VdP - XdT
G =G°* - AG=0
consider : S - L
dG® =V >dT - S°dT
dG" =V*'dT - S-dT
V°-VHdP =(S°>-S")dT
dT _ AV :VS -V
dP AS S°-S

d_T — Therate of change of transformation
dP temperature as a function of pressure

dT AV &

= =55
dP AS | Is known as Clausius-Clapeyron equation Temperature <0




Thermodynamic parameters in a binary system

 Previously we are considered one element only. Now we consider interactioreipetwe
two elements. This is not straightforward since elements can interféeteditly and
thermodynamic parameters may change accordingly.

 Let us consider 8inary system with elements A and B. For our analysis, we consider
X, mole of AandX g mole of Bso thalX, + X g =1

 That means we consider total one mole of the system That further means we consider
total number of atoms equal to the Avogadro numbegr(N6.023 x 109),

N . )
Where X, =N—' Isthe number of atoms of element i.
0

 Unlike single component system, where l/ve XAm°'e°fA %; moleof B

determine the change in free energy vwm, XBGB

Before mlxlng
temperature, in the binary case we shall find the 88883
change in free energy with the change
composition at different constant temperature at a After mixing

time. o 00 008 o
omomoo

 Let us consider the free energy for one mole| of

element Ais GG and one mole of B is

X, +X; =1 mole of A-B 51

G= GO +AGmix = XAGA ® xBG‘B * AGmix



Thermodynamic parameters in a binary system

So before mixing when kept separately, Xole of A andX g mole of B will have the
free energy of XG, and XgGg respectively

Total free energy before mixin G, = X,G, + X G;

After mixing there will be change in free energy
Total free energy after mixin _
i J G =G, +AG;,

AG. ., Is the free energ) chang: of the alloy becaus of mixing

AG,,=G-G,=H -TS-(H,-TS)=(H -H,)-T(5-%)
AC:"mix :AH mix _TASmix

So, once we determine the change in free energy because of mixing, we canime
the total free energy after mixing.

Let us first determine, the enthalpy change because of mixikig,() and the change i
entropy because of mixind\g,,;, )

Note that system always tries to decrease enthalpy and increase ewirsability.
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The change in enthalpy because of mixing, AH_..,

L We take the following assumptions:
v" The molar volume does not change because of mixing

v" Bond energies between the pure elements do not change withénge in composition
v" We neglect the role of other energies.

O After mixing, the system can have three different types of bonding, A-A, B-B aBd A-
O Enthalpy of mixing can be expressed d&H . = N,ZX , X A&
N, - Avogrado number, Z = coordination number

Ean

[ Thechangtin interna energy
1
AE =€, _E(EAA + &)

eag IS the bond energy between A and B
ean 1Sthe bond energy between A and A
egg 1S the bond energy between B and B

O It can be written as AHmix — QXAXB

Where Q = N,ZA&
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1) The change in enthalpy because of mixing, AH,;,

Situation 1: Enthalpy of mixingiszero
A, =X, K =0
£ — —~—

— S - - ™

That means €as = E (Emn t Exg) o ~ A ~
. . ‘_E N AH...=0 \:5‘5
Because of transformation internal energy will > | ™\ mix
increase. That means transformation is to be%’ & /ﬁ
endothermic. Atoms will try to maximize A-A and B- & N o
B bond-. e e
0

Situation 2: Enthalpy of mixingislessthan zero
A . =X, X, <0

1
That means &, < E(EAA +Egg)

Because of transformation internal energy w

decrease. That means transformation is exothermic. | _ |
Atoms will try to maximize A-B bonds. &Hm'“ =0 AHmim: <0



&, The change in enthalpy because of mixing, AH,;

Situation 3: Enthalpy of mixing isgreater than zero

N =0OX X, >0 SHoge>0
miX AXB k- mix
1 <
That means &£z > —(Epn + &) 2
2 =)
g AH,. =0
>
g
Becaus of transformatio interna energ) will 3
increase. That means transformation is to <
endothermic. Atoms will try to maximize A-A anc AH 5 <0

B-B bonds. 5

Composition, Xg 1
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l Slope/maximum/minimum of the enthalpy of mixing curve

AH = QX X5 = Q(Xg = X3)
L 18 - ga-2x,)
dx.,
g
AHmix<0
0 Composition, Xg 1

d(8H ) _ o Thisimplies Xz = 0.5. That means maximum

At maximum/minimum . ;
dXg or minimumwill be at X5 =0.5

(AH mlx) ’[X O . 0=0 That means the slope at the beginning

Further
has a finite value of x

B
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The change in entropy because of mixing, AS,,;,

L Since we are considering transformation at a particular temperatigrehange in entropy
because of the change in temperature can be neglected.

L We need to consider only the configurational entropy change. Configurationalpgntro
change comes from the possibilities of different ways of arrangement of atoms.

U Following statistical thermodynamics the configurational entropy can be exorass

S — | |n (L k is the Boltzmann constant
W IS the measure of randomness

AS. =S-S5, =klna-kinl=kIna
since atoms at their pure state before mixing can be arranged in only one way

U If we consider the random solid solution, then

I
W= (nA T nB)' n, and ry are the number of atoms of A and B
n,ng!

L Following Stirling’s approximation |n NI=N |n N-N




The change in entropy because of mixing, AS,,;,

d So, AS,, can bewritten as

1S, =kIne=K{[(n, +n,) In, +n,) —(n, +ny) ~[n,Inn, —n,]-[ng Inn, —n, }

n n
=—kin,In—2—+n,In—=2
nA+nB r]A+nB

AS

m

Number of atoms can be related to the mole fraction, X and the Avogadro number N, following

nA = xANO I’]B = XBNO
X, +Xg=1 n,+nz; =N,

AS.. =—kN,[X,In X, + X, In X_]

=R X, In X, + XgIn X;]

where, R isthe gas constant
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Slope/maximum of the entropy of mixing curve

A 1 1
d@Sy) —In(1- X5) - @-X;) +In Xz +X;— |=-RIn Xe
dX; 1-X;z) Xz 1- X5
d(ASy,) _ —0 at maximum, this corresponds tg X 0.5 °
dX; ol
Further, the slope at X—0 is infinite. That means f %)
the entropy change is very high in a dilute solution s .
X 34
As mentioned earlier the total free energy after mixing £ |
canbewrittenas G =G, +AG_, 2 ]
where G, = X,G, + X,Gs g My
AGmix = AH mix _TASmix Oo.u 0.2 0.4 0.6 0.8
AH - — QXAXB Composition, X

AS. =—-R X, In X, + X;In X;]
S0 AG,ix can bewritten as AG . = QX , X, +RT[X,In X, + X, In X;]

Following, total free energy of the system after mixing can be written as

G =X,G,+ X G, + QX X, +RT[X,In X, + X, In X,]

59
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Free energy of mixing

We need to consider three situations for different kinds of enthalpyxafg

Situation 1: Enthalpy of mixing is zero

At low temperature, T

G=G,+AG,, e
,=%a GA”‘BGB
>0 3
:GO_TAS iX GA’___,-—""'—— i
ml\ _____________ | “TAS mix
§/ ___________ N q W
fXG + X GB-I‘RT[X InX,+X InXB]' 5 '
____________________________ £
o { At high temperature, T,
3
('R
d With the increase in temperature, A3, Go__.erAt’f%‘?B
will become even more negative. GA !
d The values of Gand G, also will decrease. 1 ~T1 AS mix

4 Following the slope G might change since
G, and Gg will change differently with . Composition, X L
temperature
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Free energy of mixing

_________________________________ At low temperature, T

-
= s____—

G Negative
0 9 'TASmix o
AHmix &
2
£
O Herebotr AH_,, anc-TAS,, are negative > At high temperature, T,
E Ga
> XsgGs --1G
l'l.% By KR T e y

L With increasing temperature G will become eve
more negative. AH iy

d Note that here also S may change the slope
because of change of,Gand G, differently with
temperature.

0 Composition, X g 1
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Situation 3: Enthalpy of mixing is positive At low temperature, T
G= X G + X G (+QX X -IﬂRT[X In X, + XgIn XB] AHmpe
G, Positive AH ., -TAS,;,
4 AH Is positive but -AS,;, Iis negative. At lower ¢, =X, G +XsCe
temperature, in a certain mole fraction range the M _—
B ‘-__mh:c___

absolute value oAH,, could be higher thanAS,, § ,
_ c At high temperature, T,
sc thal G goet above the G, line. £
O However to G and G; G will always be lower than q:-’-; e
Gy since AH,,;, has a finite slope, where as5, &
has infinite slope The composition range, where E@ ; g, s XaOa* X0 .
is higher than G will depend on the temperature i.e., ,! =
'TASmix \“
J Because of this shape of the G, we see miscibility |\ — _,
gap in certain phase diagrams.
O At higher temperature, when the absolute value of - A

TAS,« Will be higher than AH,, at all
compositions, G will be always lower than, G 0 Composition, Xg 62 1




Concept of the chemical potential and the activity of elements

d Gibb’s free energy, G is function of temperature, T, pressure, P and amouahwdrgs, R,
Ng,
G=G(T,Pnyng...... )
L At particular temperature and pressure, partial derivative gives

dG :a—GdnA +a—GdnB
on, ong

= {adn, + fgdng

96G = u, Isthe chemical potential of element A. It measures the charigee
on, energy because of very minute change of element A.

oG _

Is the chemical potential of element B. It measures the charfigee
ong

H )
° energy because of very minute change of element B.

O It should be noted here that the change should be so minute that there should not
change in concentration because the chemical potential is a concentration afdy

be any
pende

parameter.
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Concept of the chemical potential and the activity of elements

d Let us consider an alloy of total X moles where it hagole of A and X mole of B.
Note that x is much higher than 1 mole.

d Now suppose we add small amounts of A and B in the system, keeping the ratja &f;X
the same, so that there is no change in overall composition.

O So if we add four atoms of A, then we need to add six atoms of B to keep thalbver
composition fixed. Following this manner, we can keep on adding A and B and wadhte
to the situation when X mole of A and X mole of B are added and total added amount is
Xp+Xg =1

L Since previously we have considere that the total free energ) of 1 mole of alloy aftel

mixing is G, then we can write
G =X+ U Xy

O Previously, we derived
G=X,G,+ X;G; +QX, X +RT[X,In X, + X;In X;]

O Further, wecanwrite X, X_ = X2X_ + X, X2

G =X, (G, +QXZ+RTInX,)+ X, (G, + QX2 +RTIn X;)
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Concept of the chemical potential and the activity of elements

Further, comparing the expressions for free energy, we can write

U, =G, +OXZ+RTInX,
U, =G, +Q@A-X,)*+RTInX,
Uy =Gy +Q@A-X;)*+RTIn X,
In terms of activity
Uy, =G,+RTIna,
Us =Gz +RTIna,

So the relations between the chemical potential and activity are

RTIna,=Q@1-X,)?+RTIn X,
RTIna, =Q@-X;)*+RTIn X,
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A Activities and chemical potentials are $e
determined from a free energy curve after taking GH ]

. . . b=

a slope, as explained in the figure. © L

O If we are interested to determine the activitie of?
chemical potentials in a binary system A-B, eE
say atX, , we need to take a slope on the re"é
energy curve at the free energy;, and exte ded
it to pure element, A (X= 0) and pure element

B (Xg=1). ° . 1

Composition, Xg
d The point at which it hits N = O, the value corresponds to the chemical potentigl of
elementA {/, ).

QO From previous slide, we can write’ RT INa, =G, -4,

O So, once the chemical potential is known, the activity of the element canlbelatad
using the above equation, as explained in the graph.

4 It can be proved that, by taking slope and then extendinggte Xand X;= 1, we can find

the chemical potentials. We can write G =y, +ab

ab _cd ' o
O Further we can write— o T = ab=Xged = Xy (U — 1) |= G = 1, X + 1 X
B

RTInuJ.,,l
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Concept of the chemical potential and the activity of elements

Further, we can write

In an =£(1—XA)2 In 9 =£(1—XB)2
XA RT Xs RT

|
|
|
|
|
_ Q 2 | _ | a. = X, ex —Q(l—X)2 =y X
a, = X, €ex RT @d-X,) _yAXA: B B RT B B”'B
:
|
|
|
|

Q 2
Va = exp{% (1- XA)Z:I Ve = exr{ﬁ 1-Xg) :|

4 vy, are the activity coefficient of elementi.
4 In anideal solutionQ2 =0, and A= X..

O In a non ideal solution, activity coefficient indicates theviation from the ideg
line.
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Concept of the chemical potential and the activity of elements

1 1
QO
t: )
¢ %
3 v o < % Q
:' . > 40 Va =€X (1_ XA)2
- ,e\eﬂ' < q& RT
o ?B v o “6 0{4 Tﬁ
2 |4 L Fy g a""a A
} I .‘a. - ]
3 | e 3 % | Q
Q I v (5] “* - —_ 2
< |, < ¥ Ve =exp—(@1-Xy)
. o | 7B ‘{ RT °
0 o g eemm—== > TB u Tﬁ . T 1
0 Composition, Xg 1 0 1

Composition, Xg

In the case of positive enthalpy of mixing, activity deviates positively anthe case of
negative enthalpy of mixing activity deviates negatively from the ideal mixing line

Q
X, -0y, - exg—

Q X, -1 51
XBQO,quexpﬁ B Ve

Henry's law: activity of elements is more  Rault’s law:activity is equal to the mole
or less the constant in a very dilute

fraction near the mole fraction of 1.
solution. 68



Equilibrium conditions between different phases

 As explained previously, while discussing the phase diagrams, we have shown that at
certain conditions two phases, such as solid and liquid or two solid phased can stay
together.

L This can be explained with respect to chemical potential of elemeptsiie sake of
explanation let us consider that there are two phasexl which are staying together.

4 If you remove dg of element B from thg phase and add them égphase, then the change
in free energy of the andp phases will be dGe = ugdnB

dG” = -pfdn,

L So the total free energy change of the system will be
dG = pgdng — pdng = (ug — g )dng

J However we know that in equilibrium condition dG = 0. That means the chemical paltenti
of element B in both the phases should be the same.

O That further means that even if a small amount of material is transféedthe to thea
phase, there will be no difference in equilibrium as long as the chemicahfaltef
elements are the same in both the phases.
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Equilibrium conditions between different phases

L Previously, we have shown that the system will not be in equilibrium that igllitge
through irreversible transformationdfs < 0. That means

(s — g)dnB <0

L This indicates that the chemical potential of B in tng@hase is less then the chemical
potential of the same element in thghase.

 So to reach to the equilibrium system will transfer B from fnghase to the: phase.

L Now we understand, why both solid and liquid phases can stay together in gertain
compositiol range. It car be understoo from the commor tangen betweel X5 anc Xg

chemical potential of any of the elements are the same in both the phases .
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| {a) Temparature, T, ;'3: F[_b}_| Temperature, T jG:_
Sl _ L= i

O With decreasing temperature, free energy
for the solid, G and liquid phase Gwill
change differently with different rates of
change of G and G..

d At higher temperature, & G5 (fig a), so
that the liquid phase is stable. At lower

Compaosition, X g Composition, Xg

GE.; {c) | Temperature,T, J ) Temperature, T

p L, temperature G< G, (fig e) so that the solid
B i .S 77 phaseisstable.
$ j § o | O In betweer Gg anc G, intersect to find the
situation as explained in Fig. c.
R T Composton Xy O Common tangent drawn gives the
[@]  Tomporawer, [®] oo composition range where both solid and
3GiUG: A . ™ liquid phases can be found together.
o & § e——=wmn | O That means, if average composition ig*X
BN f e m | as shown in the phase diagram, it will have
L] iees | the solid phase with composition &5  and
— ot %, the liquid phase with composition of }

Both the liquid and solid phases can stay together Phase fractions can be found with the help
because overall free energy will be less than the free of lever rule. 71

energy when considered separately.




Free energy Vs Composition Phase Diagrams
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O This kind of phase diagram is found

when the system has positive entha

of mixing, especially for the soli

phase.
Because of the shape of the, Gt low

temperature as as shown in Fig. e, i

possible to draw a common tange
which indicates that the solid pha
with the averag compositiol betweel

a, anda, will have a phase separation .
This corresponds to the miscibility gap

in the phase diagram.

It may also come to the situation, as
IS shown in Fig. ¢, Gand G intersects

twice. In that case these will be two

separate regions where both the s¢

Py

| -

IS
nt,
se

lid

and liquid phases coexist.
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| (8} I| Temperature,T, G

' In this system, there are two solid
state phases and one liquid phase.
So three free energy curves
should be considered.

At certain temperature, £] one
common tangent can be drawn,
which will toucl all the free
energy curves.

O This indicates that all the three
phases at a particular
composition E, as shown in Fig.

T d and f can coexist. This is called

e il eutectic point.

L

Temperature, T

Compasition, '.lt. Composition, :l'.'
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Free energy Vs Composition Phase Diagrams
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[ phaseisan intermetallic compound that is an ordered phase with very narrow homogeneity range.

(a) Temperature, T (b)
Liquid, L
= e
: [
5 g
o ® a+ly /L+p p+L
g | I = g Ly
£ | -, gt 2 |@ o+ B Py \"r‘
l il | e o EEEETEEE T
of o 1B By iy R
Composition, Xg Composition, Xg

Sometimes f# phase can be found with wider homogeneity range. "



Equilibrium vacancy concentration

O Diffusion of elements is possible because of the presence of defects. For example
substitutional diffusion occurs because of exchange of an atom with vacancigserfur
Impurities are present at the interstitial positions, which could diffosanty neighboring
vacant interstitial sites. This is called interstitial diffusion.

 Certain concentration of these impurities are always present in the pemeem®s in
equilibrium condition, which will be discussed here.

O Further in the intermetallic compounds (ordered phases), antisites si@lsot could be
present along with vacancies. Moreover, different sublattices could havereaf
concentratio of defects which make: the diffusion proces complicate..

L Let us not get confused with the structural defects present in pure elements.

 To understand simple atomic mechanism of diffusion at this point, we shalllatdcthe
equilibrium concentration of point defects that is the equilibrium conceotraof
vacancies and interstitial atoms in pure elements

U Interesting point to be mentioned here that unlike dislocations, grain boundary or
interfaces, point defects are equilibrium defects. It means that thensysill try to have
certain concentration of defects to decrease the free energy.

|1=4

L et usfirst calculate the equilibrium concentration of vacancies, because of which
lattice substitutional diffusion ispossible




Equilibrium vacancy concentration in a pure element

O Pure elements A and vacancies (V) can be considered as arenofttwo entities
anc follow the similar treatmer as we did to calculat¢ the total free energ aftel
mixing of elements A and B.

O It can be easily visualized how the movement of atoms carntengcancies if
the material in few steps.

O Equilibrium number of vacancies is so small that we can retdlee interactior
between them.

 This means that we are neglecting V-V interactions. Thie aleans that we ars
at this point, neglecting the presence of divacancies, hwhie actually present |
the material.

=~
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Equilibrium vacancy concentration in a pure element

O If we consider that the number of vacancies is very small then the increasdahaflmy
because of formation of vacancies can be written as

AH = X_AH AXV isthe mole fraction of vacancy and
\Y% Y

AHV Istheincrease in enthal py because of one mole of vacancies

O There will be the change in the pattern of vibration of atoms next to vacabetzsise of
extra free space. The increase in (thermal) entropy because of the esadorn of
vibration can be written as

AShermal = XVAS/ AS, istheincreasein entropy for one mole of vacancies

O In both the cases, we are actually assuming linear relationship beciusry small
concentration of vacancies.

1 NOTE: In the case of entropy change of A-B mixture, we did not consider the thermal
entropy change, since we are considering the change at a particular tengdtatuever,
In this case, although we are considering again at a particular tempeerate still need to
consider the contribution because of the change in vibration pattern of atorhgonex
vacancies.
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Equilibrium vacancy concentration in a pure element

O Further there will be change in configurational entropy considering the mixing ofdA\a
and can be expressed as (Note that we are considefrgX = 1

AS, i, = —RX, InX, +X,InX,]=-R X, In X, +(@-X,)In@- X, )]

config —

O Total entropy of mixing AS.., =AS, X, — R X, In X, + @-X,)In@@- X, )]
(Total contribution from thermal and configuratibeatropy)
 Total free energy in the presence of vacancies

G =G, +AG
=G, +AH -TAS
=G, + X,AH, -T{AS, -R[ X, In X, + - X,)In(L- X,)]]

At temperature, T

v

Note here that G of element A when vacancies are
present decreases. So always there will be vacancies
present in materials. Further G decreases to a minimuym
value and then increases with the further increase|in
vacancy concentration. So, in equilibrium conditior
certain concentration of vacancies will be present,

which corresponds to 5
== 78
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Equilibrium vacancy concentration in a pure element

L Since the slope is zero at the minima, we can find the equilibrium vacamugeatration
from  gG

dx,

1 1
AH, -TAS, +RT|In X, + X,,.——-In(1— X,,) — A— X). =0
, ~TAS, { o XX, = )(1—><V)}

L Since the number of vacancies that can be present in the system is very small
1-X, =1
AH,, -TAS, +RTIn X, =0

 The relation for equilibrium concentration of vacancies can be written as

Xy =X, =exp - AR, 145, | _ exp{——AG\’j
RT RT

L Although there is increase in configurational entropy because of the presevaeanicies
it is not included in the activation energy barriaG,,

L Although there is activation energy barrier present because of formatiomaorasawill
still be present because of overall decrease in free energy of the materials 2




Equilibrium vacancy concentration in a pure element

 From the equation in previous slide, we can also write
AH
Xo =X, exg ——
vy F( RT j

d AH, is the activation enthalpy for the formation of vacancies and

Xy = exr{%) Is the pre-exponential factor.

 The change in concentration of vacancies in pure Cu is shown in below ¢
considering activation energy for vacancy formation to be 83.7 kJ/mole.

10"

%
The concentration of vacancies in mole "}EE
fraction at 1000°C is 3.68< 10%4 That| < 10
means in a cube of 14 atoms in each| E ;!
direction, only one vacancy will be present g
in Cu at this temperature! !! 7

E m"":é
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raph,
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Equilibrium concentration of interstitial atoms

solvent atoms).

consider this type of voids only.

O In many metals, especially in transition metals, interstittah@s such as carbon, nitrogen,
oxygen, hydrogen can be present up to a certain extent depending on the metal.

[ There are mainly two types of interstitial voids present in the stine¢ where these atoms
can sit: tetrahedral (surrounded by four solvent atoms) and octahedral (surrdayndied

 However, since impurities prefer to occupy octahedral interstices,skaadl mainly

LET US FIRST CONSIDER ABCC CRYSTAL

O In general the size of the interstitial atoms is much larger
than the interstitial void and lattice surrounding the
interstitial will be strained. That means enthalpy of the
system will be increased.

 Consider the increase in enthalpy because of addition o
one mole of interstitial atoms isAH,

of X, Is expressed byny = x AH,

whereX, = Number of interstitial atomis n,

N

o

L The enthalpy increment of the system because of addition |

81



Equilibrium concentration of interstitial atoms

O Further, there will be two different types of contribution on entropy
L Vibration of atoms A, next to interstitial atoms will change from normal modelmfation
and will be more random and irregular because of distortion of the lattice
AStherrnal = XIAS
d AS is the change of the entropy of one mole of atoms because of change in vibration
pattern

O From the crystal structure, we can say that for 2 solvent atoms there ates6fa
interstitial atoms. So if we consider that there agerNmbers of A atoms then there wjll
be 3N, number of sites available¢ for interstitia atom:.

d In other sense, we can say thatatoms will randomly occupy in 3\Nsites available. Sp
the configurational entropy can be written as

3N,!
NS, = kInw=kIn ° Following Stirling’s approximation In N!=NInN - N

n, !(3No - n|)

AS,iig = K[BNyIN3N, =y Inn, = (BNy —n; ) In(BN, —ny )]

ASirig = R{Bln 3N, —%m n - 3N, —n,

0 0

IN(3N, —n, )}

82




Equilibrium concentration of interstitial atoms

AS_ . =R 3In SNo _ 1, In—"
o 3N,-n, N, 3N,-n,

3 X
ASeomig = R{Sln 3= x - X, In 3_;( }
I I

L So the total entropy change

AS=X,AS +R 3In N
3-X, 3-X,

 Free energy in presence of interstitial impurities

G=G,+AG=G, +AH -TAS

G =G, +X,AH, ~TX,AS —RT| 3In—>— ~ X, In—~L_
3- X, 3- X,
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Equilibrium concentration of interstitial atoms

[ To find the equilibrium concentration, we need to take

G _
dX,

AH, -TAS - RT| -—> 20X, +In(3- Xi)=5- %20
3-X, X

AH, -TAS +RTIn——=0 since X, =0
3—-X

X, =3ex _AH, TAS = 3ex ——AG'j
RT RT

d G, isthe activation batrrier.
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Equilibrium concentration of interstitial atoms

LET US NOW CONSIDER A FCC CRYSTAL

O If we consider FCC crystal, then the number of sites available for imtarsttoms are 4
Further in a FCC unit cell, total 4 solvent atoms are accommodated. So way#mas for
Ny solvent atoms there will be Nsites available for interstitial atoms. Like previgus
example, we consider mterstitial atoms which will occupy randomly.

[ Then following similar procedure, we can show the equilibrium concentration exfsintial
atoms present in a metal with FCC crystal as

)(I :exp(—ﬁj
RT
L So in general, we can write that the equilibrium concentration of intedstmpurities
i AG
presentis X, = BeXF(_R—TIj B depends on the crystal structure

X, = Xloex;{——AH' j
RT

AH, isthe activation enthalpy for interstitial impurities
XP = BeXF{A_Sjisthe pre-exponential factor
R
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Carbon Solubility in lron

re)

™\
@\; / Solubility of carbon in Fe = f (structure, temperatu

Whereis carbon located in iron lattice ?

6 face‘g sharing with two sides (6/2)=3
12 edges sharing with four sides (12/4)=3
Total sites is (3+3), 6 per unit cell

Octahedral

sites

One interstitial site in center plusv

Total sites is (1+3), 4 per unit cell

Every one Fe atom we have 3 interstitial site;

12 edges sharing with four sides (12/4)=3

5 Every one Fe atom we have 1 interstitial sie




== Why concentration of carbon in e-Fe with BCC structure is less

than y-Fe with FCC structure?

I I I N N N BN O WAy W

O

C OO

FIRST LET US CONSIDER FCC STRUCTURE (y-Fe)

Packing factor of FCC lattice 0.74

This indicates the presence of voids. Let us discuss it more elaborately.
In a FCC crystal there are mainly two types of voids:

Tetrahedral: coordination number (CN) is 4. That means the void is surrounded by 4 atoms

Octahedral: CN is 6. That means the void is surrounded by 6 atoms.
There are 8 tetrahedral voids in a unit cell. That means 2 voids per atom.
There are 4 octahedre voids in a unit cell. Thai mean 1 void pel aton.
However, impurities prefer to occupy octahedral voids.

Because the ratio of the radius of the tetrahedral void to atom is 0.225 andhtbd®@athe
octahedral void is 0.414.

The ratio of the radius of the carbon atom (size is 77 pm) to Fe (when it has FGalg is
0.596.

So when a carbon atom occupies any void, lattice will be distorted to increasathalpy.
Distortion will be less if it occupies the octahedral voids.

Although it increases the enthalpy, carbon atoms will be present up to @ncenttent
because of the gain in entropy, as explained previously, which decreases tbedrgg
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Carbon Solubility in Iron

D ove -

Relative sizes of voids w.r.t atoms

FCC

Size of Fe atom
CCP crystal

Size of the OV

Notethe differencein size of the atoms

BCC

i Fe —A4 nCo A
SICZ:eC (zIfI‘)I/:Setaaluom rBCeC _'\\1- 2 5 8A\

~~ -

sueotvers XF€_(dl tet) = 0.364A

D Ov: -

Relative sizes of voids w.r.t atoms

Size of the OV XBFEC (d.oct) = 0.195:&

'Remember1

U FCC Size of the largest atom which can fit into the tetrahedr@l225 and octahedral void is 0.414
U BCC Size of the largest atom which can fit into t¢etrahedral is 0.29 andl.octahedral void is 0.15§18




== Why concentration of carbon in a-Fe with BCC structure is less

than y-Fe with FCC structure?

NOW LET US CONSIDER THE BCC UNIT CELL (a - Fe)

Packing factor of BCC lattice 0.68. So total void in a BCC unit cell is higher #@€ cell.
However, there are 12 (6 per atom) tetrahedral and 6 (3 per atonheolctd voids present.
This number is higher than the number of voids present in a FCC unit cell.
Unlike voids in FCC lattice, in a BCC lattice the voids are distorted.t Theans if an atom
sits in a void, it will not touch all the host atoms.

The ratio of the radius of tetrahedral void to atom is 0.29 and the radius dfembt@ void to
atom is 0.155.

The ratic of the radius of the C atornr (size is 77 pm) to Fe (wher it has BCC crystal is 0.61z.

So it is expected that in a BCC unit cell, impurities should prefer tetrahgdrds.

However, although the octahedral void size is small, planar radius whil #éoms on thg
same plane is 79.6 pm, which is larger that the C atom size. That meangsig toedistort
only other two atoms.

On the other hand if C sits in the tetrahedral void it has to distort all feama. So ina — Fe
with BCC unit cell C occupies the octahedral voids

Now the octahedral void size in g-Fe (FCC) is higher than a-Fe (BCC). Soatistthe
distortion in a BCC cell will be higher and the activation energy for impesito occupy &
void in a BCC cell also will be higher.

This is the reason that we find much lower solubility limit of C in a-Fe. 89
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Why carbon preferentially sits in the apparently smaller octahedral void in BCC ?

P
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Ignoring the atom sitting at B and assuming the interstitial atontndarsuthe atom atAL

2a
OA=r +X \/_ rre =1, 258A — —
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= Why concentration of carbon in a-Fe with BCC structure is less
= than y-Fe with FCC structure?

L Let us consider the C concentrationufi-e (BCC)

773007 773007
Wt% = 240exp — R'I'%ml Interms of molefraction X, =11.2exp - /mol

E . : 107 3
01 _
_\ 0.022 wi% i ? 10*]
o I '..a
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5] | 2 E
-‘E | E
5 | 5 10°]
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Temperature ( °C)

O At 727°C, carbon concentration rFe is maximum (0.022 wt%), which is equivalent|to
mole fraction of ~16. That means there is one C atom present in a cube of 10 atoms in

each direction. That further means that only one carbon atom is present in 3a0@dral
voids

Temperature ( °C)
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KINETICS

O In earlier we are learned about Equilibrium we had seen that the thermoayfeasibility
of processes is dictated by ‘Thermodynamic Potentials’ (&thbs Free Energyat
constant T, P, N.

O If (say) the Gibbs Free Energy for a process is negative then the pro¢dsdake place
spontaneously.

|14

O However, IF the process WILL actually take place (and if it will take pkaow long will
it take to occur?}~ will be determined by theKinetics of the process

 Deepe the ‘metastabl energ) well’, highel will be activatior energ' requirec to pull the
system out of the ‘well’ and take it to the equilibrium state (or some otherstadibe state).

O To give an exampleFe,C is a metastable B C){' Activated complex

phase. it can decompose 3Fe + C after
hundreds of years. Thermodynamics warrants,
Kinetics delays

 For a given process to ocdugat and mass
transfermay have to take place and this
would take time— hence in ‘kinetics’ we
deal withtime andrates(1/t) A+ BC ABT C

Preferable to use AG

Energy

_ _ 92
Configuration



KINETICS

A homogenous reaction is one which involves only one phase.
» E.g. a reaction involving only gaseous phase

O In a heterogeneous reaction more than one phase is present.

Let us consider a homogenous balanced chemical reaction, occurring in a single step:

aA+bB - cC+dD

Rate of consumption of a reactant is proportional to the stoichiometric coefficient in a balanced reaction

dn dn dnA = n, — number of moles of A present at time t
“A0a —B20b = dt _ 2 4 > AP
dt dt dn = B = J — Rate of conversion
B ot = r — rate of reaction (= J/V)
Rate of Conversion (J) is defined as:
_ _i dnA _ _1- dnB _ _]-dnc __]-an A, B are being consumed and hence dn/dt for these speciesis

a dt b dt c dt d dt negative and J is positive

J depends on system size and is an extensive quantity, the conversion rate per unit volume (J/V) isthereaction rateisan
Intensive quantity

r — concentration of species

2 J 1 ~ 1dn, Thereactionrate (r) isa function of P, T and the
vV V

93
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KINETICS

In many of the reactionsthe volume is constant. If the volume is constant during the reaction:

1 ( 1 dnA) = n, — number of moles of A present at time t
r=—| ———— = J — Rate of conversion
v a dt = r — Rate of reaction (= J/V)
= [A] — Molar concentration of A (=,0
oo 1ld(mV)__1d[A]__1dc,
a dt a dt a dt

For many reactions it is seen that the rate can be related to the concentration of species by a reaction of the
form:
Partial orders:

Integer or half integer _ _
“““ w = Therate constant k is a function of T and P
Order wrtA .7

Order wrt B » The pressure dependenceis usually small
‘ ; / » The exponents. a, [are usuallyintegersor half
U ATA T ﬁ) integers: (1, %, 3/2, ...
—'\ k ,; [A - [\B]; and are the partial orders (i.e. the reaction has got an
‘[ \ \ order awrttoAand Swrt B
» g+ [ = nistheorder of thereaction (overall order)

Rate Constant =1(T,P) Molar Concentrations = Unitsof k — [concentration] 2™ [t]

r =k [A]? [B]# y



KINETICS

 Rate constants depend strogely on temperature (usually increasaiyg vagh increasing

T).
O For many reactions in solution, a thumb rule can be used that neatenoperature ‘K’

doubles or triples every 1Q increase in temperature.
O In 1889 Arrhenius noted that for many reactions k = f(T) fits an exp@héumtction.

Arrhenius equation
Activation Energy

Q/ Affected by catalyst )
- — = =
k — A RT 7 keivin =
\\ /, m
e N
> c

Frequency factor — :

= A — pre-exponential factor [units of K] } (K—l) .
T 0K

= Q — activation energy [J/mole]
= R — gas constant

Ais a term which includes factors like the frequeantgollisions and their orientation.

It varies slightly with temperature, although natah.
It is often taken as constant across small temperanges. 95
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Introduction

)

O Diffusion is defined as, random movement of atoms/ molecules in solid, lmpodyas. Fo
example dissolution of ink in water and smoke in air

L It can also defined as, Diffusion is a process of mass transport by @ataouement under
the influence of thermal energy and a concentration gradient.

L To comprehend many materials related phenomenon one must understand diffusion.

Role of Diffusion

Oxidation Creep

Sintering

Doping Carburizing

Many More...!

Materials Joining : Diffusion Bonding 97




Diffusion Phenomena

d Mass flow process by which species change their position relative to their nesghbor
O Driven bythermal energy and agradient
[ Thermal energy- thermal vibrations— Atomic jumps
[ Atoms move from higher to lower concentration region. If this movement is from
element to another e.g. Cu to Ni, then it is termedr@sr-diffusion. If the movement ig
within similar atoms as in pure metals, it is ternmsetf-diffusion.
00000 -
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.. O : e O
0:00 s ®
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Diffusion under thermodynamic driving force

L As explained before and in the figure below, tt ‘ K
chemical potential of elements at ar , | /I: @
composition can be determined by taking a slp A” jE‘
on the Gibb’s free energy curve and then |l : -

extending it to X = O (chemical potential o
element A, [A) and X; = 1 (chemical potentig
of element B, )

L From the chemical potentials, we can determ
the activities,a, and ag from the knowledge o
free energie of pure element. Composition, Xg

-RTIna,=G, - u, -RTInag; =G; — 143

-
Free energy, G

—

d So it must be clear thatgudecreases from Gat Xg = 1 to a infinitely small value close to
Xg = 0.

4 Following, g decreases from 1 atp= 1 to O at X5 = 0. It may vary ideally, that isgg= Xg
or deviate positively/negatively, as explained previously.

4 Similarly, p, decreases from Gat Xg; = 0 to a infinitely small value close toX= 1. g
decreasesfrom laty=0toOat ;=1

d So, 4, and a, andpg and g follow the same trend of increasing or decreasing wigh X
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Diffusion under thermodynamic driving force

Now let us consider, two different AB alloys P (A rich) and Q (B rich).

If these alloys are kept separately, these alloys will have freeggnef G, and G,
respectively.

However, if we bond these two blocks, they will not be anymore in equilibrium conditig

If the amount of material P and Q are taken such that overall mole fractiontiseR the
equilibrium free energy will be G

So the system will try to move to its new equilibrium free energy.
Now if we don’'t melt the alloy, it can only move to the equilibrium compositignsolid

state diffusion.

(U]
=
8
] P Q
£ Ha > Wy
] ug < ug
L.

Composition, X
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Diffusion under thermodynamic driving force

OO

If it is held at elevated temperature at which diffusion rate is reddenaghe system wil
reach to the equilibrium after certain time depending on the diffusion rate.

It can be seen that at equilibrium alloy R, the chemical potential &f A% , which is lower,
than theQ chemical potential of the same elempt, , in alloy P but highetnfradloy Q,
that ist/s .

Onthe other handts  is lesstha®l  but higher tiA&n

So to reach the equilibrium, the alloy P should decrease the chemicaitiabtof A and
Increase the chemical potential of B. On the other hand, the alloy Q shioecridaise the
chemica potentia of A anc decreas the chemica potentia of B.

Since the chemical potential of A decreases from the A rich to the B fioly and the
chemical potential of B decreases from B rich to A rich alloy, P shouldedse the conter,
of A and Q should decrease the content of B.

In this condition it is possible only by the diffusion of element A out of P and difinof
element B out of alloy Q, as shown in the figure in the previous slide.

If we allow the system to go to equilibrium at temperature T, there will bearmposition in
the blocks P and Q at time zero that jsEhen with the increase in time in the order gt
t, > t, > t,, as shown in the figure (next slide), interaction zone increases. Followteg,

\V

infinite time of annealing, tit will reach to equilibrium composition.
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Note here that infinite time is rather notional. It means that long time enaugbaich it to
equilibrium. So this time will depend on the thickness of the blocks and the diffusite af
the temperature of annealing.
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Diffusion under thermodynamic driving force

Now let us consider a system with miscibility gap.

If we anneal two block with any compositions
temperature, J; the explanation of the diffusion proce
will be similar as explained before.

However, if we couple two blocks with the compositipnT: -
of P and Q, which are inside the miscibility gap, differ(antr1_

situation will happen.
From the slopes taken at P and Q, we find

Hn<py and  pg<pg

That means, the chemical potential of A is less in A

alloy, P compared to the A lean alloy, Q.

Similarly, the chemical potential of B is higher in B le;
alloy, P compared to the B rich alloy, Q.

If we couple blocks of P and Q then the average |1
energy of the systemis, let say, R depending on
relative amounts of P and Q.

However, since the system always tries to decrease
energy, it will try to reach to the lowest free energy,

at
A

SS Tm

3w

o
S

A

Fra energy,
=
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Diffusion under thermodynamic driving force

That means A rich alloy P should increase the content of A and the B rich allsiyoQId
increase the content of B.

From the chemical potential point of view also it must be clear that B wilugdfout of the
B lean alloy P towards Q and A will diffuse out of the B lean alloy Q towards P.

The direction of elements is just opposite compared to the previous example explaine

Since elements diffuse up the concentration gradient instead of down the concar,
gradient, it is callediphill diffusion.

In terms of chemical potential gradient

P_,Q
3, :“A 2 = J,a Ha~Ha J,=-L, didy Snce A diffuse fromQ to P and
AX AX dX  and B diffusefromPto Q
\]B ILIB /'IB :>J a/'IB /'IB :>JA:_LA d/'lB
AX AX dx
In terms of concentration gradient
C; -C% dC
J,=D, Adx A=J,= DA—dxA
CY-C! dC
Js =Dg de == J, = DB—de

It can be seen that negative sign is not present in the Fick’s first law focdises. .

d
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Diffusion under thermodynamic driving force

In previous slides we have shown diffusion of elements because of chemical gloteiviing
forces. However, diffusion occurs even without the presence of thermodynamieag force or
any other driving forces.

For example, in pure material, where there are no forces present but diiboguemp to another
position.
In a low melting point material, like in Sn or Pb, jump of atoms possible evenoamn

temperature. However, jump of atoms in this case is completely randorserer of driving
forces rather make net flux of atoms to a particular direction.

To test the possibility of diffusion without any driving forces tracer diffusisperiments are
conducte. Radiotrace element which has one or two neutror mas: difference are deposite on a
material of the same element and then annealed at elevated temperature.

Concentration of these tracer elements can be measured at different @gthsin low
concentration because of radiation of different rays

|=4

As shown in a schematic figure, these tracer elements diEL'f i
inside the material. Since both are pure elements there is n
chemical potential difference.

These tracer elements are used to trace the diffusion of eleme

There will be very small gain (increase in entropy) becaus
spreading of these tracer elements.

If we do not use the tracer elements we will not be able to de
the jump of atoms.

Element A t

n
=1

t
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Diffusion Mechanism

O Diffusion of atoms involves movement in steps from one lattice site to thehanofn
empty adjacent site and breaking of bonds with the neighbor atoms are the tessast
conditions for this.

Vacancy M echanism

O This mechanism involves movement of atoms (we are interested in substitudtonas)
from a regular lattice site to an adjacent vacancy. Since vacancy ants axchangs
position, the vacancy flux is in the opposite direction.

\V
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Diffusion Mechanism

| nterstitial M echanism

 This mechanism Involves migration of atoms from one interstitial site toighbering
empty interstitial site.

O Usually the solubility of interstitial atoms (e.g. carbon in steslymall. This implies that
most of the interstitial sites are vacant. Hence, if an interbfpacies wants to jump, ‘most
likely’ the neighboring site will be vacant and jump of the atomic species carpilake.

O This mechanism is more prevalent for impurity such a hydrogen, carbon, nitrogegergx
which are smal enougl to fit into ar interstitia positior.

Inter titial Interstitial

O .&%’/ o X X N
atom
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Diffusion Mechanism

Atom I nterchange M echanism

O It is possible for movement to take place by a direct interchange bettveemdjacent
atoms or by a four —atom ring interchange.

O However, these would probably occur only under special conditions, since the physical
problem of squeezing between closely packed neighboring atoms would increase the
barrier for diffusion.

[ Note: The rate of diffusion is much greater in a rapidly cooled alloy thahensame alloy
slow coolec. The difference is due to the largel numbe of vacancie retainec in the alloy
by fast cooling.

000 0000 0000
OC 00 O0@O OO O
Q000 0000 0000
OCO000 0000 0O0O0O0

direct exchange ring vacancy

~
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Diffusion Mechanism

Pipe Diffusion

O When diffusion occurs via edge dislocation, it is caltede diffusion.

. . . . '... "“
" o
. . O L S
,
-
-

Since it feels like movement of atoms through a pipe.
Note that both interstitial and substitutional diffusion can occur via dislonati

C OO

chance to release stress.

Even impurities are attracted by the dislocations because of avdjlalfiimore space an

O This is also the reason (more open space) that it has lower activatioarleand diffusion

rate through dislocation is higher than the diffusion through lattice.

0

100
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Diffusion Mechanism

Grain boundary diffusion

O Diffusion occurs via grain boundaries even easily and it is called grain boundargian.

 Since grain boundaries are relatively more open structure compared to atvouture
inside the grains, the barrier for diffusion through grain boundary is much le$ghe
diffusion rate is higher.

] Rate of diffusion increases with the increase in misorientations.
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Diffusion Mechanism

Surface diffusion

O When diffusion occurs over a surface, it is called surface diffusion.

 Here activation energy for diffusion is the lowest since there are no aabimge the aton
of interest, which exchanges position with the vacancy. So diffusion ratieeisighest

compared to other diffusion mechanisms.

Grain
boundary

lattice

Diffusion coefficient

Surface diffusion

1T

 Note that both interstitial and substitutional diffusion can happen throughcela
dislocations, grain boundaries and surface.

 Slope of the diffusion coefficient vs. 1/T gives the activation barrier fdfusion.
Activation barrier is the lowest and diffusion rate is the highest for théasardiffusion.
Activation barrier is the highest and diffusion rate is the lowest for lawiffusion. ;




Diffusion Mechanism

Diffusion Couple

L When two blocks with different compositions are joined (coupled) together andladriea

allow diffusion between them, it is called diffusion couple.

A

- —-—I

Anneal

| nterdiffusion (chemical diffusion)

L Since elements in the diffusion couple interdiffuse to each other, it isctaiterdiffusion.

[ The diffusion coefficient is in general called as interdiffusion @oefnt and if sometime:
any new compound forms during the diffusion at the interface, occasionallycdillisd
chemical diffusion coefficient.

L Note that actually elements A and B diffuse. Diffusion of these elesara called intrinsi¢

V)

diffusion of elements.

112



Diffusion Mechanism

Self diffusion

Q
Q

a

When diffusion occurs without any presence of driving force, it is called sdifsidn.

Atoms vibrate at their positions and because of some violent jumps, it can ¢re
activation barrier to make the jump successful.

Since there is no driving force to direct the jump of atoms to a partiadilgction, self
diffusion is truly random in nature.

This indicates that when a pure metal is kept at elevated temperature juatpro$ is
always happening.

In low melting point metals, like In or Sn, even at room temperature, atocizamge their

position.
However, since these are very small in size, we cannot follow a particioliar jamp.

We shall see that the jump can be many orders of magnitude in one second. Thssit
even difficult to follow the jump of atoms.

To obviate this problem, concept of tracer diffusion is introduced.

5S 1

nake
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Diffusion Mechanism

Tracer diffusion

(J Radio isotopes are used in tracer method so that the movement of atoms cacelleainc
diffusion coefficient can be measured.

L It has only one or two neutron mass difference.
] Diffusion rate of these tracer atoms are called tracer diffusion icosft.
|

Note: Self diffusion coefficient (D is not necessarily equal to the tracer diffusjon
coefficient (D*). These two are related as

D" = fD, fisthe correlation factor (f = 1 for interstitial diffusion)

Isotopes A*

L When tracer diffusion coefficient of element B in pure material A isaswged, it is called
impurity diffusion coefficient. 114




Kirkendall Effect

O If the diffusion rates of two metals A and B into each other are differdvd, boundary
between them shifts and moves towards the faster diffusing metal.

Arich & B-rich Diffusion rate
Jp> Jg
t=t, t=time

-
bl -

t=0 A

O This is known as kirkendall effect. Named after the inventor Ernest Kirker{dail 4-
200%). It car be demonstrate experimentall by placing ar inert marke at the interface

B
_
v Materials A and B welded together with inerp I . |
marker and given a diffusion anneal
v Usually the lower melting component diffusg$
faster (say B) <

T
|
v

Inert Marker —thin rod of a high melting material whichis
basicallyinsolublein A& B o




Kirkendall Effect

O Zn diffuses faster into Cu than Cu in Zn. A diffusion couple of Cu and Zn {e#d to
formation of a growing layer of Cu-Zn alloys(ass).

time, t=0 t=t t=t2 >ty
Zn I Zn Cu
Brass

L Same will happen in a Cu-Ni couple as copper diffuses faster in nickel th&elnic
copper.

L Since this take: place by vacanc' mechanisn pore« will form in cu (of the Cu-Ni couple
as the vacancy flux in the opposite direction (towards Cu) will condense to form. pores

1030 |
Cu Mi

Cu

"EEEEEEEREEEER"
F 8RR R
Cu Ni [ B I N B R B N N
EEEEEEEREEEREN
"EEEEEEEREEEEN

Concentration af Mi,

Position

—_— =2

Diffusion of Cu atoms LU L L B b

' N N NN N NN N =

Eu Cu-Mi allay N YEXEEREEEEEXEX =
- . T EENREEEEEEEREXN =
Diffusion of Mi atoms =
iy TR R EEEE RN I

=

=

[}
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steady and non-steady state diffusion

L Diffusional processes can be either steady-state or non-steady-Btatse two types df
diffusion processes are distinguished by use of a parameter called flux.

O Itis defined as net number of atoms crossing a unit area perpendicular tonadiigetion
per unit time. For steady-state diffusion, flux is constant with timieergas for non-steady-
state diffusion, flux varies with time.

L A schematic view of concentration gradient with distance for both stetdg-and nont
steady-state diffusion processes are shown below.

A Flux (J) (restricted definition) — Flow / area / time  [Atoms /?/ S]

C, C
1 1
2 ke
IS Steady state ©
= JZf(xt) | €
) )
O O
S S
O C, O
Non-steady state

J= f(X,t) 117

Distance, Xx— Distance, Xx—




J (left) ‘ O ‘ . J (right) doesn’t change with time

—

‘ ‘ ’ O % Concentration ‘C’ in the box

Steady State
J(x) Left = J(x) Right

% Concentration accumulating
- in the box
J(eft) (@ O @ @ |9 (right)

‘ ' ‘ . D Non-Steady State ]

J(x) Left #J(x) Right

118



Fick’'s | Law

[ Steady-state diffusion is described by Fick's first law which satkat flux, J, IS
proportional to the concentration gradient.
O The constant of proportionality is called diffusion coefficient (diffusivjty) (cn¥/sec).

diffusivity is characteristic of the system and depends on the nature of thesiddf
species, the matrix in which it is diffusing, and the temperature at whiéinsthn occurs.

O Thus under steady-state flow, the flux is independent of time and remainsniecadaany
cross-sectional plane along the diffusion direction. for the one-dimensional Eak’s

first law is given by

J = atoms/ area/ time L1 concentration gradient

dc dc 1 dn dc O
JD—%J__D—%J_——:—D_ -|C—'6

dx dx A dt dx 2

2=

No. of atoms crossing Concentration @
gradient| g

area A per unit time \ ﬁ \ dC‘ / =

Diffusion coefficients— ! A —> Cross-sectional area
diffusi |V|ty \\ tl ~l “ d)(' The minus sign in the equation meansithat
i diffusion occurs down the concentration gradient




Fick’'s | Law

O In Ficks I law, minus sign comes from the fact that matter flows down three@otration

gradient. It is not necessatrily true in all the cases.

Matter may also diffuse up the concentration gradient, which is called ujffilsion.

O

Fick’s first law can directly be applied in the case
steady state, as shown in the example below.

Steady state means that there will not be any chang
the composition profile with time.

If we pass carburizing gas through the pipe as show
the figure anc decarburizin gas outside the pipe a
steady composition profile may develop.

Concentration gradient can be calculated following:

dc_ C-C,_ GC,-C

dx d d

From this, one can calculate the flux from the kno
diffusion coefficients of carbon or the diffusig
coefficient from the flux determined.

%nrhnn
o

of Carburizing
gas

N in £ i i {

Decarburizing
gas

.........................

....................

Aot

Concen
ﬁﬂ
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The steady-state diffusion is found in the purification of hydrogen
Solved Compute the number of kilograms of hydrogen that pass per hour thro
SEINTERNY | 6-mm-thick sheet of palladium having an area of 0.25t600°C. Assume

meter of palladium, and that steady-state conditions have been attained

gas.
Ligh a
A

diffusion coefficient of 1.7x 108m? / s, that the concentrations at the high-
and low-pressure sides of the plate are 2.0 and 0.4 kg of hydrogen per| cubic

This Problem calls for the mass of hydrogen, per hour, that diffosmsgh a pd sheet.

From the Fick’s | law:

M = JAt = —DAtE
AX

_ 3
= _(L7x10°m? / $)( 025m2)(3600s/ h){ 04-20kg/m }

6x10°s

= 41x10°kg/h
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steady state, the iron was quickly cooled to room tempegatirne carbor
concentrations at the two surfaces of the sheet were detedo be 0.015 and 0.0068
wt%. Compute the diffusion coefficient if the diffusion Rus 7.36 x 10° kg/m?-s
(Hint : convert the concentrations from weight percent to kilograms of carbon per
cubic meter of iron.

A sheet of BCC iron 2 mm thick was exposed to a carburizing ga®sphere on one
Solved side and a decarburizing atmosphere on the other si@é58€. After having reached
Example -2 '

This problem calls for computation of the diffusion coefficient for a stestdye diffusion
situation. Let us first convert the carbon concentrations from weight peroekilagrams
carbon per meter cubed using below equation.

For 0.015 wt% C
Vo Cec 3 C' .= 0.015 x103 _ 3
~C 4 ~C +
O Pre | | 225 187 ]
Similarly, for 0.0068 wt% C I ]
; 0.0068 _ 3
Co 0.0068 969935~ 10
| 225 187 i
X,—X _ -3
D=-J—- 2| |=- (736x10°Kg/m* —s) 2:10 il -
A~ Cp 118Kg/m*—-0.535Kg/m

=23x10"'m’ /s e




Fick’s Il Law

L However, just the Fick’s first law may not be useful to relate the flux ga@dconcentration
profile, since, in most of the cases, systems develop non steady state cataepirofile.

It means that concentration at a particular position changes with time.

For example, if we keep concentration of carbon on one of the Fe surfaces anneal,
composition profile will change with time , as shown in the figure.

Carburizing gas
0 We can't apply Fick's first law directly to .
evaluate the concentration profile that develpps l ‘ Fe
durinc diffusion in this case since as< showr in

the figure, composition changes with annealing
time at a particular position.

L So we need to have a relation, which can relate
time along with the concentration and the
position.

O For that Fick's second law is derived. It |is
derived using conservation of mass and Figk’s
first law.

ts>t >ty

$

——

._'-F. e .-'..
.H'F-F - e

Carbon concentration

-
-
& - i
! ro.
-
L]

O
of

Distance, x
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Fick’s Il Law

L Most interesting cases of diffusion are non-steady-state processesi®@rumncentration at
a given position changes with time, and thus the flux changes with time.

O This is the case when the diffusion flux depends on time, which means that a tgpmod
accumulates in a region or depleted from a region (which may cause theroumalate in
another region)kick’s second law characterizes these processes, which is expressed as.

Atoms 1 Atoms
L 3 [M [‘]]
Accumulation=J, - J,, m s

= I
Jan Accumulation=J —{J +6_J } ( j {J +a—‘]Ax}
0X A at l 0X
5)-2[0%) (%)) (=B
ot) ox\ ox ot 0 ot ax
5
ox*

BB

>
<

£(x,1)

J

Fick’s Il law

Non-steady state [* * ¥
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Solutions to Fick’s second Law

C OO

Solution of the Fick’s second law depends on initial and boundary conditions.

Further, D, in some cases, may be considered constant. That means Botlokange with
concentration or position.

However, this condition meets only in very limited cases.

In most of the practical examples, D is a function of concentration. Incis®, solution t(
the Fick’s second law is complicated.

So in the beginning, we shall solve the Fick’s second law for constant D.
Solution¢ are mainly for two different types of conditions smal anc large time value:.

When diffusion annealing time is small, solution is expressed with inkegwa error
functions. For long annealing time, it is expressed in terms of trigonomegecess.

Note that the long or short annealing time is rather relative. By saying longading time,
we mean that the complete sample is affected by the diffusion process andead to
homogenization.

By saying short annealing time, we mean that experiments are conductethatiethole
material is not affected by the diffusion process.

A4
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Solution for a thin film source

 Let us consider that D is constant. That mean
does not change with the composition. Since ;
particular location C changes continuously w
annealing time, t or a particular C changes
location continuously. From the assumption,
can state that D is the same at any location.

 The meaning of the above statement will be mg
clear, when we shall consider the change of

with the changrin C concentratio.

L Let us consider the situation, when a very t
film of element B is sandwiched between mate
A and then annealed at elevated temperature.

Note: One might ask, how thin it is?
O By saying “thin” we mean that the amount

s D

—TE ]

<

material B is very low and even after total mixind®ces

(full  homogenization) element B can
considered as impurities in the material A.

O That means, after deposition of B on A, t
chemical potential gradient is negligible.

t=0

G, j
o :
< | e
ax? A\L//J/_\
== | '5 1 +®

I
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Solution for a thin film source

In other sense, we can consider this as an example of diffusion in the absegedriving
force (although small driving force will be there from entropy of mixing)

Actual meaning will be clear, when we discuss about the atomic mechanismucidrff

We can consider that D is constant, since the material in which ush has fixe«
composition.

2
For constant D, the Fick’s Il law can be written a%% = %(D%—gj =D ?BXCZ:

As showr in the previou: slide it is seel that the elemen distributior aftel the diffusion car
be expressed by exponential relation.

Following the Fick’s second law the distribution of element B in A can be expdesse
2

C X :
C.(X) ==2exp — where IS a constant
(%) t¥? r{ 4DBtj “

This relation is developed based on the fact that composition profile shows exaobi
decay from thin film source.

The correctness of the solution can be checked by differentiation of thei@yuwaith
respect to t and x and then using them in the Fick’s second law to find the eajuak on
both the sides.
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Solution for a thin film source

a

a

Further, the boundary condition that € 0, atx=o att=0andC,=w,at x=0att=
also meet.

Now one might get confused, when we sag, = oo , Since concentration of elemen
Xg !/ 'V, =1/ V,) can't be infinite any time and will have some definite value evel
completely pure state.

HereC, =« is notional and means that the element B is not diluted by any otimeeeig
which further means that it is in pure state and for system it meant thas infinite source

of element B before starting the experiment.

We shal show thar the absolut values of C; (x) or C, are not importan but the ratic
Cg(X)/C, Is important, where this solution is actually used to calculate thetmcimpurity
diffusion coefficient of the species.

Total material B (mole/rf) that was sandwiched before annealing can be found following.

Mg = [Cq

+00 2
Sowe canwrite Mg = j tCT'gexp{— 4)[() de
—00 B

Further, we consided = means dx = (2,/Dgt)dA

2./Dgt

D

tB (=
1 at

14

1~4




O Since integration giveslI, we get

Mg = 2Co/Dy [expA)dA = 2C, /7D,
Replacing this for M we find
Mg X’
Ca(X) = exp -
2,/ TDgt 4Dt
Cg vs. x describes the distribution of elements B.

dCg /dx describe (following the Fick’s law) the
change in flux with respect to distance at
particular annealing time.

d°C, _dC, It explains the rate of
= VS,
dx? dt change of element B

The negative values indicate the region, wher
loses the element B and positive value indicates

A t=0

the region where it gains the element B. Note t __

the region where it is losing or gaining the elem
B depends on the time of annealing.

ent

+ a0
Distance, x
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Solution for a thin film source

t.>t,>t,

+00

Distance, x

L The change in distribution of elements B with the increase in time is shovireifigure.

Cs(¥) = F———

r 4D t)

L Factor 2 comes from the fact that elements diffuse both the sides from the source
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Solution for a thin film source

U If the element B diffuses to one direction then the factor 2 should not be considered.

B
2
Ce(X) = Me ex;{—x ]
Dt 4Dt -
2
NG, (x)=In—"e_ X
Dt 4Dyt

O From the calculated slope, one carincB
determine the diffusion coefficient from 4Dgt
the known annealing time. ‘
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diffusion couple of two blocks with
concentration of
Ce=0 and C,=C;

d It means that, in a A-B binary system,|it | |
Is bonding between two blocks made |of ¢: — —
pure A and an alloy of AB. : .

O Unlike the previous case, here, becaJseE
of the difference in the compositior £ Colx)
diffusion will be driven by the chemical g b
potential gradient.

J Let us consider now the semi infinite
) [“

B
By

. o (| cag | (x-&)]
1 ¥ o e
' vl 2yRDy 4D, |

o

Distance, x

 However, we shall show later that the solution we are going to derive, casdaeanly in
the case where the concentration and the chemical potential differenice ehd member
IS not much. That means diffusion coefficients do not vary significantly with
composition.

L Semi infinite means that, we anneal for a certain annealing time suchhina@nd of the

initial materials are not affected by the diffusion of elements.
132
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%= Solution in semi infinite diffusion couples (error function analysis)

U Although the meaning of the semi infinite indicates that a good part of the end of the
diffusion couple should not be affected but actually even with one unaffectedcatayer
in the end is sufficient to consider the system as semi infinite diffusion ebupl

L This is important since otherwise we can’t apply the relation derived loedetermine the
diffusion parameter or to calculate the concentration profile from the knowfosohn
parameter.

U For the sake of solving the Fick’s second law, we divide the alloy with thaposition
C: into n numbers of very thin slices.

 We conside the distributior of elemen B from one slice. Suppos from the slice i, whichis
at the distance off, from the initial contact plane, x=0. Then the distribution of elent&nt
following the solution for thin film, we can write

Cut) = C AE _(x4—D<ﬁt) }

Where Mg (mole/ m?) =C.A¢

A\ "4

L Similarly, if we consider the distribution of elements B from all theesti@and superimposeg,
we shall get the total distribution of element B at a particular position as

Co(¥ = Z (4‘;3 } £
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§ Solution in semi infinite diffusion couples (error function analysis)

Since we have considered very thin dlices, we can write

2\/7I F( 4DJ

Cs(X) =

— X_
Further consider n= 2\/D—Bt

Thatmeans dp=-

aé
2/t

X
2Dgt

When ¢=0 np= andwhen ¢=o0 p=-wx

B laci
y repiacing I C+ X/(ZJF 2
Ce(X) =~ exp(-r7°)dr = exp(77°)dn
i \Fx/(z\/ﬁ \/77 —oo
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il Solution in semi infinite diffusion couples (error function analysis)

L Since this integration is not very straightforward and takes very long tionaketermine ong¢
single value, it is expressed in terms of error function. Advantage of usingetints
function is that one can determine the values from a table.

O Error function of Z is defined as ¢ (2) :ijexp(—nz)dn
Jry,
L Note here that z is actually the upper limit of the integration. Lowertlohthe integration
should be zero.

[ So the expression in the previous slide should be rewritten such that becegplaced by
the errot functior x/2,/ Dt ]

Cal) = C([ Jexpnan -+ [expnn

U Following, we can write it in terms of error function as

C’ X
Cz(X) = 28 [—erf (—oo)+erf{2\/mj]

snce eaf(-z)=ef(2)

o [ [
Cs(X) = 1+erf

o)
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5
1
i
|
/

Concantration Dﬂ
Concentration, Cy
--_‘__.-I"

=0 =0
Distanca, x Distance, x

Colx) _1 1+erf| — 2 Colx) _1 1-erf| — 2
cr 2 2,/Dygt C, 2 2,/ Dyt

L So from the previous relation, it is apparent that the sign of x will depend onhvgnae of
the x = 0, we are interested to calculate.

U Further, if the composition profile is just the opposite compared to the fiehnele, it can
be shown that the relation become% (x) 1 X
———=—|1-ef
Cg 2 2,/Dgt

Note: We always use “ +” at superscript for the concentration to denote right hand side of the
coupleand “-” for the left hand side of the couple. 136
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. Solution in semi infinite diffusion couples (error function analysis)

O In the previous case, we considered the diffusion between the diffusion coup¥eoof t
different blocks with compositio@z = 0, and C; or otherwis€; = Cg and 0.

L That means in both the cases, it was a couple between one pure element and aiAd8loy

O Error function solutions given previously can be rewritten interms of norntlize
concentration profiles as

R Pl [ R ]

L In some cases, it is possible that two alloys of AB are couples.
O Now if we conside the diffusion couple betweel Cg anc Cg , where Cg > C; the relatior
can be written as shown in Fig a.

—C | C'+C, C'-C,
Ce (¥ Cazﬂmﬁ( X J or Co(x) =22+ Berf[

<

]

+ —
C:-C; 2./Dgt 2 2
(a) x:=0 ot C: x=0 (b)
B B -

o o°
5 =
- -
E £
5 g
Q (5]
5 5
Q ] :

C. L c’

8 8 138

Distance, x Distance, x



#= ¢ Solution in semi infinite diffusion couples (error function analysis)

a

a

Further, the relation in the case of diffusion couple, whege  @pd  Gna Cg as
wn in figure b. (in the previous slide), it can be expressed as
Co-Cl _1[, [ x or C.og=CatC Co=C: erf( X J
C,-C. 2 2./Dgt 2 2 2,/ Dgt
In the case of carburizing, we can see that the relation will be the semespective of the

side on which carburizing is done, since in the case of Fig. a, x is positive bud.ibb F is

negative camr[mg 99e Gﬂfb"]izin-agu
ty>tz>t, {a) {b) ty> o>ty c. <
-E CGK 7 "E
é \\\"-\\\ .r’r"l E
g \\ . %
JENS R
5 o tg .ta“‘-h_h___‘h I __f_ - .3// 2,/ by S
cio \ Diat;:cefx — I — Datn;me,x / “Gu
- | _ _
le_eﬁ( X j 'C(0 -G, :1+erf( X jzl_eﬁ( X j
Cs—G 24Dt ) 1 C,—C, 2./ Dt 2./ Dt

C(x) =C —(Cq C)af[ZJ_j

C(x)=C {1 erf(Z\/_ﬂ for C,=0 139
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Few important notes

L So from the previous relations, it is apparent that the sign of x (whether ymosti
negative) will depend on in which side of the x = 0, we are interested to cédcula

J Note again that D will be more or less the constant at any position it is edézul It was
also one of the assumptions for this derivation.

O From the error function analysis above, we can see that, at x =0

C (x) -G _1

B B

fromtherelation

Cs —Ce

]] it comes Co(x=0)~Cy ; Cy(x= O)——(C +C)

e ‘{zr

fromtherelation C(x)=Cg—(Cq C)af(ZJ_] it comes C(x=0)=C,

O It indicates that in a system, where two blocks with different conceatraare coupled,
x =0, which is basically the initial contact plane, the concentratiohbvilalways average ¢
the concentration of the initial materials.

O Note that we need to locate anyway the initial contact plane after tifigsidin process
since x in the equation is actually measured from the location of the indrdbct plane.

L This also indicates that this equation can only be used when end parts of the isonipl:
affected by the diffusion process, since otherwise at x =0, it wilehanother average vall
depending on how much of the end members are affected.

at

pf

1%
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Few important notes

o

Ca

Concentration, C,
Concentration

=
o

x=0 x=0
Distance, x Distance, x

In the case of carburizing, the surface concentration should always be the same.
Note agair that D will be more or less the constar al any positior it is calculate. It was

also one of the assumptions for this derivation.

Before proceeding further for calculation using error function, one needs t& dnadeed
you can locate the position of x = 0 by taking average of the end member concentratic

This position should be possible to locate even by equalizing the areas P @nac® the

loss from one side of the couple should be equal to the gain in another side).
If the composition profile is not symmetric, it can be found mathematically by

[ Codx=]"(Cs ~Cy)olx

When for a particular x the integrals have the same values, it should be fixed asi@pos

141
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Few important notes

O Although it looks very trivial, finding this plane may not
be that easy in most of the cases.

s e deviation
PGEIH“"HE;_L.LE——-—-—

O Since initial contact plane x=0 is an unique plane (gnly N
. . . . . ‘J ."?.'E-""" -
one value is possible), it should be possible to find friotm,/......----- -
i i [ viation
any of the concentration profiles of elements A or B, 13 Negative 4°
shown in the previous slide. However, from qu

experience, we have seen that it is possible to locate or

find a single value from any of the profiles, only when| |
molal volume change ideally in the systemr as showr in| A — X, &
the figure above.

L Note that the molar volume data are required to calculate the concentration.

L When it deviates (positively or negatively) from the ideality, one finds thfferent values
from two different composition profiles.

 Difference depends on the deviation from the ideality.

L It feels as if the system lost its initial contact plane. It will beadissed further in details at
later stage, with examples.

L So the limitation of the error function analysis is not only that diffusion toeht is more
or less the constant but also the molar volume does not change much with the composition
or changes ideally. 142




Summary on Fick’s Il Law

Process Solution
. . — X Cs = Surface concentration
C=C.—(C.-C.erf
Carburisation s ~(Cs~Co) (zﬁj CO = Bulk concentration
c=C erf( X j " -
Decarburisation 0 >JDt CO =Initial Bulk concentration

Diffusion couple| C= (ﬂj _(ﬂjeﬁ( X j C1 = Concentration of steel 1

2 2 2./Dt ) €2 = Concentration of steel 2

(7K t Cmean = Mean concentration
C=Crent 5 5'”(7) exp{—?j BO = Initial concentration amplitude
A = half wavelength
t = relaxation time

Homogenisation
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An FCC iron—carbon alloy initially containing 0.55 wt% C is exposed tg an
oxygen-rich and virtually carbon-free atmosphere at 1325 K (%0pb
SENIIERREY | Under these circumstances the carbon diffuses from the alloy and reacts at
the surface with the oxygen in the atmosphere; that is, the carbon
concentration at the surface position is maintained essentially a#®Qv
(This process of carbon depletion is termdecarburization.) At what

position will the carbon concentration be 0.25 wt% after a 10-h treatment?
The value oD at 1325 K is4.3 x101 m?/s.

This problem asks that we determine the position at which the carbon conmanisad.25 wt%
after a 10-h heat treatment at 1325 K whej=®.55 wt% C.

€ =G, (0257055 O.545£zl—erf( j
C.-C, 0-055 2+/ Dt z Erf (2)
f[ X j 0.4545 0.40 0.4284
er = U o)
2V Dt Z 0.4545
Using tabulation of error function values and linear interpretation
0.45 0.4755
Z-040 _ 0.4545-0.4284

Z=0427171

0.45-0.40 0.475E-0.428¢

X - ‘ = = X X 11?2
[2 ﬁj_mz?? x = 2(0.4277)/Dt = (0.8554,/ (36x10"s)(43x107 ¢ / )

=106x10°m= 106mm




Solved Nitrogen from a gaseous phase is to be diffused into pure iron &C6TH
Example - 4 the surface concentration is maintained at 0.2 wt% N, what will be the
concentration 2 mm from the surface after 25 h? The diffusion coefficient
for nitrogen in iron at 67%C is 1.9x 1011 m?/s .

This problem asks us to compute the nitrogen concentrajiante 2 mm position after a 25
h diffusion time, when diffusion is non steady-state.

Cx—co_cx—o_l_erf( X J

C.,-C, 02-0 2\/Dt
2x10°m
=1-erf — =1-erf (0.765
2,/(1.9x107™*'m? / 5)(25h)(360(s/ h)
Using tabulation of error function values and linear interpretation - Erf (2)
0.750 0.7112
0.765-0.750 _  y-0.7112 y =erf (0.765 = 0.7205
0.80C-0.75C 0.7421-0.711z 0.765 y
C, -0 _ 10— 0.7205 0.800 0.7421

0.2-0

C, = 0.056Mm%N
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Atomic mechanism of diffusion

a

a

a

 As we have seen before that all elements will have some impurities. C, €c.Hare

Till now, we discussed the diffusion process without going to the atomic level,

measuring concentration profile, one can measure the diffusion coefficients.

However, to get further insights on the diffusion process, we need to undete@atbmic
mechanism.

It is almost impossible to track the jump of any particular atom. Howelvased on th¢
experimental results, we can use logical arguments to explain the proctdss atomic
level.

Mainly there can be two types of diffusion:

039'

) solvent atoms
@ |Interstitial atoms

: § _‘: Vacancy

present in most of the metals in interstitial voids. So, here diffusiccurs by interstitia
diffusion mechanism.

Similarly vacancies are also always present. So substitutiorfabkoiih is possible becaus

of presence of vacancies.
Let us first consider random jump of atoms that is diffusion without the presence of any

\U

driving force.
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Interstitial Diffusion

U

U OO

Atoms vibrate with Debye frequency at their positions with an average energy of 3kT

Because of violent oscillation, sometimes it can acquire enough energy ts tre
activation barrier to jump to another position.

In this context atoms can be considered as restless, aimless, braialtss mhich tries t¢
jump even without any gain or purpose.

In the case of interstitial diffusion, if the concentration of atoms iy Vess, atom can jum
randomly to any other position, since as discussed before that most of thetiatersids
will be vacant.

For example as showr before at maximun compositiol of C in a-Fe only one octahedr
void is occupied out of 3000 voids.

In substitutional diffusion, however, the diffusion process is rather compticsince oneg

particular atom can exchange position on the condition that vacancy is available rexf

We have shown before that, on average, near the melting point, only one vacg
available out of 1000 atoms. So in general substitutional diffusion rate is rowedr
compared to the rate of interstitial diffusion.

Let us consider three adjacent planes of the host element, denoted as 0, 1 and 2.
These planes have many voids. Few voids are occupied by interstitial atoms.

S

)

P

174

ncy is

Let us consider that concentration of interstitial atorgsC, >C,
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Interstitial Diffusion

J That means number of atoms decrease as we

AT i e move from plane 0 to 2.
L The distance between different planesAis,
- which could be related to the lattice paramater
R of the crystal depending on the orientation| of

the planes.

. J Remember again that there is no driving force,
like chemical and electrical potential gradient,
preser.

;  Let us consider the jump of atoms between
i plane 1 and 2

L The flux of atoms from the plane 1 to plang 2
can be written as

1
‘]1 ZE nlrl

Concentration

L The flux of atoms from the plane 1 to plang 2
can be written as

- 1
Distance J ==nrT
27 522
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Interstitial Diffusion

v T'; : Jump frequency per second from plane 1
v' T, : Jump frequency from plane 2
v" nyand n, are the number of atoms/area in plane 1 and 2().

Factor ¥2 comes from the fact that only half of the atoms might jump from plane2land
another half might jump from plane 1 to plane 0.

So the resultant flux from the plane 1 to 2 can be written as

)

O |
=J,—J, = E(n1r1 —n,l,)

Now we consider random jump of atomig: =1, =T

This is a fair assumption since the possibility of each atom to jump to amlyeohdjacen
planes is equal. Note that we are considering here cubic crystal, whearer dar jump
(because of presence of neighbouring host atoms) to any direction is the same.

Further, the concentration of atoms (moléym different planes can be written as:
C,=n/AX
C,=n,/Ax

So the flux of atoms from the plane 1 to plane 2 can be written as

| g ol

] :%(c:1 —C)AXT
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Interstitial Diffusion

O Further the concentration gradient can be written as
dc — (C,-C) - _ (C,-GC,)

Snce the distance between the planesis very small.

dx AX AX
L So the flux of atoms from the plane 1 to plane 2 can be written as
J=-tper &
2 adx
[ Comparing with Fick’s first law, we can write
D= 1 [ AX?
2

 We considered that the atoms can jump to only two directions. However, indhmamsion
atoms can jump to any of the nearest neighbor positions and we can write

D ZEFAXZ
Z

where Z is the coordination number that is the number of nearest neighbor voids |n this
case.

O In FCC crystal, diffusion coefficient, in general, can be written as

D= E [ AX?
12
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Interstitial Diffusion

[ Note that the activation barrier, as considered, for the jump to any point shothé lsame

since it is isotropic.
@ Solvent atoms
® Interstitial atom of interest

i1 Other interstitial positions
| .,5" I-:-.
z
I
] | : -'
T4
i i

¥ | £
L L) [ —— -
= T
F H 0 [
P
",l--! i
¥ a
# i 4
# T
L
1
L

O If we consider the diffusion to a particular point only then we can write
D =rAx* where =21
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a

a

Now let us consider the diffusion in
FCC lattice.

We assume that voids 1, 2,3 and 4

present on plane 0, voids 5,6,7,8 and th -

interstitial atom are present on plane
and voids 9,10,11,12 are present on pl
2

Al

1

bl

T L --- -
AN .
o
-
;
TR

The interstitia atom¢ car jump to any of the positions

without any preference

Diffusion coefficient should be considered from the jump

many atoms together.

There will be many atoms present on plane 1 (as previg

we considered )

So different atoms from plane 1 can jump to different vg

between 1 to 12.

So the average diffusion coefficient can be written as

1& - hu2
D == TAx
23

Plane

of

usly

(& Solvent atoms
@ Interstitial atom of interest

21 Other interstitial positions

z

ids

Concentration

Distance



L= |Relation of jump frequency with the diffusion coefficient in a FCC lattice

a

Q
Q
Q
Q
Q

O

Ina FCC crystal

i=12

_ _ _2
D —12;F|Ax,

Let us consider the jump to x direction (both positive and negative)

jump to the positions 5,6,7 and 8 does not make any effective jJump, Axace0
Effective jump length to the positions 1,2,3 and A = -a/2

Effective jump length to the positions 9,10,11 and 12xs= +a/2

Jumy frequenc' T';= I' since the activatior energ for jump to any positions will be the
same

So diffusion coefficient can be written as

1 4 ) 8 ) 12 5 1 a2 a2
D= Y TAC+Y TAC+Y TAX? |=—| 4| -= | +4r(0)+4I| =
sl Sro rax Srae =gl ar 3] o

Note that it will be the same even if we consider y or z direction in this culticéa
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Concept of random walk

We related the jump frequency without going into details of the possibility of nexpj
after making a successful jump.

However, we find a very strange fact when we try to relate diffusionfmoent with the
jump distance.

The diffusion coefficient of carbon i iron with FCC structure at 1100°C is in the order
1019m?/s.

The jump distance can approximately be consideretkaslO°m

From the relation derived between diffusion coefficient and the jump frequiene can
write '~ 101¢/s
This means, atoms change their position in the order 8ftifies per second!

This number sounds very high, however, if we consider Debye frequency, it s
reasonable.

That means atoms make successful jump one out éfati@mpts only, since vibratio
frequency or Debye frequency is roughly in the order oK)

Now suppose for the sake of explanation, we consider that atom can jump on a singig
and always goes forward.

Then after 1 hour, jump distance will be-10x10'% 60x60 = 3.6 kms! The same after |
hrs will be 36 kms!

of

punds

n

LO
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Concept of random walk

However, previously we have seen that the typical diffusion length is in micron.

This indicates that jump of atom is not linear and possibly many times jumps tog
previous position to have resultant jump distance zero.

Jump is random, as we are considering the jump of atom without any driving fibre
jump of atoms will be random.

This must be the reason to find much smaller diffusion length in practice.

This is the reason to say that when there is no driving force atoms go throteyidam
walk.

Sc we nee( to relate this randon walk with the actua jump distanct anc the diffusion
coefficient of atoms.

This sounds very difficult, but can be done following simple approach, without ma&im
many assumptions.

9000 000000006006

20 0000000000
000000000000
000000000000
....g\,,i!’....;‘...«.”.}.... @ Starting point
.1’. .‘.f.f.f ..«.,p.,ﬁ.:’ . . :.; Destination point
‘99’0 00000 0 9.0 0 = Shortest route
.v‘.“.‘ 00000 0-00 0 = Tortourous diffusion
\.\.J“.'\.“\. . . . . ..(. . route possible
©0'0'9'00 0000000

00 0000000000
9000 0O0O0OCOOOOOS -

ck

a

3
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Concept of random walk

R S

C OO

For the sake of explanation, let us consider first atomic arrangement in two danens
Host atoms are shown as blue balls and the interstitial atom as small red bal

As mentioned previously, we are considering very small concentration oiini@ratoms
(one in few thousands voids) and we may assume that no other interstitial atoesespin
the close vicinity.

Let us consider that the interstitial atom reaches to the point Q fromeP @&dttain numbe
of jumps.
Now question is after how many jumps one atom will reach to that point.

One car easily coun that there are few path¢ (showr by rec arrows througl which it car
reach to Q after 14 jumps.

However, actually, chance is very less that atoms will follow this route.
It can follow a very torturous long route, as shown by green arrows, to arrive at Q.
For a number of random jumps, n, the mean distance x, after time ‘t’is given by

X=AJn = At

Hence the diffusion distance is proportionahto

Since the jump of atoms is random in nature, there can be huge differencenarttioer of
jumps that different atoms will make to reach to a particular distance.
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Concept of random walk

L Now let us go back to our discussion on diffusion of carbon in iron.
O We have calculated that the average jump of carbon atoms in g-iron at 11000€/s 1
Q

If we consider that each jump distance is aboutld, then each carbon atom travels tatal
distance of 3.6 kilometersin 1 hr.

 However, because of random nature of jump, on average, atoms will travefféogve
distance of

X =/10° x3600x107°m = 6x10° x10™°m = 0.6mm = 600um

[ Note that thisis the ordel of diffusion lengtl we actually se¢in carburize: stee.
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Substitutional diffusion

Previously we discussed about the interstitial atomic raadm of diffusion.

Now we shall discuss atomic mechanism of substitutiondlisitbn, which is very
different in nature.

As explained earlier tracer diffusion method that is mamig the diffusion of
atoms that are detectable is the way to measure self diffusiefficient.

First we need to understand the tracer diffusion method lagid e shall develo
the relation between tracer and self diffusion coefficient

As mentione: earlier we actually determin: the trace diffusion coefficient: to
understand the self diffusion.

Unlike previous case, there is difference between thesediffiasion coefficients
in substitutional diffusion.

So first let us discuss about the tracer diffusion mechanisttowing which self

P

diffusion will be discussed.
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Substitutional diffusion

Suppose we want to measure tracer diffusion of Ain
same material A.

Radio tracer atoms A* are deposited on the surface (
element A and then allowed to diffuse in the substratg

1 | X
7Dt 4Dt

=In

Inl,

As explained previously, from the values of slope,
car determintthe trace diffusion coefficien.

We have discussed before that even almost near

melting point, there could be maximum one vaca
available out of 1000 atoms.

That means one vacancy is available in a cube o
atoms each side. So, we can neglect the interas
between vacancies (That means we are neglecting
contribution from divacancies).

Now the vacancy can exchange position with any atf
surrounding it. We consider that the tracer atom, with
own probability has changed the position with vacan(

V
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Substitutional diffusion

Further question is that what will be the next position for the tracer atom.

The next most probable jump is jumping back to the previous position, since vacal
available at that site and vacancies are not available at any other sites!

Then two successive jumps will cancel the diffusion of the tracer atoms.

(a) (b)
However, our experiments reflect that the tracer atoms jump to diffetistdnce after :
particular time. This further indicates that there should be a possilolitthe tracer atom t
go forward.

This is possible because, the jump of the tracer atoms is dependent on tlabiayabf
vacancies, however, a vacancy can exchange position with another atoms.

So the vacancy has an equal probability to exchange position with other atoragafaple
lor5

So the next possible jump of the tracer atom is to 1 or 5, on the condition that yacas

ncy is

O~

C

already exchanged the position with atoms at 1 or 5. 160




Substitutional diffusion

[ The next possible jump for the tracer atom is to 6 or 8, on the condition that thecyabas
arrived there.

L The chance for tracer atom to reach to the point 7 is the least sintéhiryacancy afte
few jumps has to reach to that position.

J So on broader sense, we can say that the jump of tracer atom is corrglali&d jump of
interstitial atoms). That means, the jump of a tracer atom is dependent athérgjumps,
That further means that the tracer atom does not have true random jumpe Sueitage
jump length of the tracer atom should be written as

-

L4

n-1 n—j

, |
- 2
L: =nl 2(1+—ZZCOSHU+ jj Second part cannot be taken as zero

N = 7=

L On the other hand vacancies can go through a random jump process, since it calgekcha
position with any atom. So the average jump distance of the vacancies cantea asit

_2
L, =nl?

O If we take the ratio of the square of the average jump distance, the valuateslithe
fraction of the jump of tracer atoms compared to the jump of vacancies.
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Substitutional diffusion

L The ratio is called the correlation factor and expressed as

B , L+ B . 2n—1n—j

i=1

Ly ’
L Since diffusion coefficient is proportional to the square of the jump distanceawgvate
D" = fDY

L Further since a single vacancy even involves jump of many atoms and agaurséaga
calculate the diffusion rate from the jump of many atoms together, weaathat the sel
diffusion coefficien of the element is the sam« as the diffusion coefficien of the vacancie.
So we can write D' = fD3

L The correlation factor in different crystal structure is calculated a

Crystal Structure Z f
Simple cubic 6 0.65549

Body centered cubic 8 0.72149

Face centered cubic 12 0.78145

L Note: Correlation factor in interstitial diffusion is 1, since we consitiat the concentratio
of interstitial atoms is very low to make random jump possible because ofabuayl of
free sites to jump. 162
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Substitutional diffusion

 Now, let us do the similar analysis what we did
for the interstitial diffusion to find the relation =
between the self diffusion coefficient with the ?”—"j i
jump frequency. However, the starting pojnt “11"‘:512? “mJ_.‘ & -
will be again the tracer diffusion, since we A A A Al
measure the diffusion of tracer atoms.

L We consider the (111) plane of a FCC crystal.
Further we assume that the tracer atom and the
atoms 4-9 are sitting on the plane 1.

O Similarly, atoms in voids 1,2 and 3 are sitting
on plane 0. That means we can consider that
atoms in voids 10,11 and 12 are sitting jon
p|ane 2 {(111)Planes @ 1 2

A

0
b

L Let us consider the diffusion between plane 1 and 2 only, in the x direction.

O It must be clear that if we consider the jump of the tracer atom from the planettiet
plane 2, then it can jump to any of the positions occupied by the three atom$ afd112,
on the condition that vacancy is available there.

L So the flux of tracer atoms from the plane 1 to the plane 2 can be written as
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Substitutional diffusion

d

Q
Q
Q
Q
Q

U

So the flux of tracer atoms from the plane 1 to the plane 2 can be written as

Ja :1—32n1fpvrl :%nlfpvrl
I'; : Jump frequency per second from plane 1
I, : Jump frequency from plane 2
n, and n, are the number of tracer atoms/area in plane 1 and 2
fis the correlation factor,

p, is the probability that tracer atom will find a vacancy to exchange the positrbrgh
should be equal to the fraction of vacancypXesent

Flux of tracer atoms from plane 2to 1

- 3 1
Ja :Enz fpvl_z :an fpvl_z

*

Following similar analysis, as we did for interstitial diffusion, wancwrite the resultan
flux as

3= I, =)

. 1 dc
J,=—=fp,FAx* =

164
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Substitutional diffusion

* 1
D\ =7, fp, M AX

D, :% X FAX?

O Further, if we consider the jump to any of the nearest neighbor and consideringataans/
together, we can write

Z
D, = fX, iZriAx?
Z Z=1 |

J So the self diffusion coefficient can be written as

Z
D> = xVEZriAx?
Z Z=1 |
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Activation energy for diffusion

L We have now seen that atoms jump to the next

neighboring position because of thermal vibration. Zgzﬁz
O In interstitial diffusion there is a chance that the e’
neighboring sites are vacant. ° ® ®
O However, in substitutional diffusion, it is bjt &858 ©DO 0L

[ ] & [ ]
complicated, since vacancy should be present in 00000 90p00 00009
. . . HOO &89 $0®
the next neighbor position and then only there will @ o ®.

be a possibility of jump. G,| e e

J First we shal discus the activatior energ) % /o _
required for interstitial self diffusion. : " a6, \

O Atom from ground state, Gjumps to anothef & | \ | /
ground state but go through an activated statg, G S remesensnmnnnszesnetiee
where it has to move its neighboring atoms Distance

elastically.

L As shown in the figure, atom cannot just exchange the place very smoothlys b move
the neighbouring elements to clear the passage, since the size of the atggeistban the
void through which it will diffuse.

 So the energy is required to move the neighboring atoms elastically. Avdomeste with
average energy and certain number of vibrations can have enough energy tdherpss
barrier. 166
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Activation energy for diffusion

d Average fraction or probability that atom will cross the barrieregsp(-AG, / RT)

d Jump frequency can be expressed ad’; = vex;{_é_lc_;aj

O Diffusion coefficient is expressed asD =T; (A )?

D =VAX® ex ~AG, ) VAX® ex ~AG, ) VAX? ex —Q). D, ex _Q
RT RT RT RT

O Now Q=AG,=AH_ -TAS, activation energy for migration.

D=D, exp{— A:ij where D, = VAX? ex;{— A:mj pre exponential factor

AH,_ activation enthal py for migration

 Activation energy can be determined from the diffus)
coefficients calculated at different temperatures.

D =D, ex ~Q :>InD:InDO—g
RT RT

O Soif we plot InD vs. 1/T, we can determine the activation engrgy
for diffusion, Q.

167
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O Here the main difference between t
substitutional and interstitial diffusion is th
atom can exchange position only if vacancy
available next to it with its own probabllity.

 Average fraction of atoms, which will cross tl

barrier is F(_Aij
X, ex
RT

~m —

—

Free energy, G

[n]
7».-.

AG,=AG,*AG,

Distance

O Jump frequency can be expressed as

[ =VX, ex;{— Aij
RT

L Diffusion coefficient to a particular direction is expressed as

D =T, (Ax)?

D =vX,AX exp{— AG‘“)
RT
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Substitutional diffusion

O Equilibrium concentration of vacancies

Xy = exp{——AG\’ j
RT
D = exy -2 FAG |_ ne exd ~BCs |- D, ex A6,
RT RT RT

d So G is the activation energy for self diffusion. It has two components; actimatnergy
for migratior anc activatior energ) for vacanc' formatior.

D =i exd 222 |exg £a =D, ex _AH,
R RT RT

0 The same way again, as explained previously about the interstitial diffusve can
determine the activation energy.
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Activation barrier in FCC crystal

O To understand the actual activation barrier, we need to consider thecaaorangement in
three dimension.

O Let us consider atomic arrangement of (111) plane of a FCC unit cell.

L Suppose atoms 1-5 and vacancy at lattice point 6 are on the same plane. T igttonated
on the plane below this then atom 8 is located on the plane above it.

O Soif atom 2 jumps to 6, then it will have barrier plane with atoms 1, 7, 4 and 8.

barrier plane
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Activation barrier in BCC crystal

Free energy, G

S\

Distance

O If the (100) plane is seen, the activation barrier is not clear.
 Looking at one unit cell, it feels like it has one barrier plane.

O However, actually it has two barrier planes and that is why it shows two humgse
activation barrier plot
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In self diffusion, suppose in a cubic crystal, when there is no concentratauhegt, the
activatior barriel for jJump of atom: from plane 1 to 2 or plane 2 to 1 is the sam¢anc we car

write
L ,=r,_,=v exp(— ARC';raj
Now suppose, we consider a system with chemical potential gradient betwaenljdad 2
by du _Au . .
I Ax Interplanar distance isx
Then we can write - = Vexp(— [AG, F_e'?u/Z]j r = Vexp{— [AGa;_I_A,U/Zj

So we can write that diffusion rate under chemical potential gradiehbeihigher than sel
diffusion, since I, ,>T, |

==
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Factors affecting Diffusion

Ease of a diffusion process is characterized by the pararewffusivity. The value
of diffusivity for a particular system depends on many fagtas many mechanisms

could be operative.

Diffusing species

If the diffusing species is able to occupy interstitial sjtéhen it can easily diffuse
through the parent matrix. On the other hand if the size oEsuitional species is
almos equa to thar of paren atomic size substitutione diffusion would be easie.
Thus size of diffusing species will have great influence dfudivity of the system.

Lattice structure

Diffusion is faster in open lattices or in openedtions than in closed directions.

Presence of defec

As mentioned in earlier section, defects like dislocatjomi®in boundaries act as
short-circuit paths for diffusing species, where the atton energy is diffusion is
less. Thus the presence of defects enhances the diffusivitiffusing species. .




Factors affecting Diffusion

Temperature

O Temperature has a most profound influence on the diffysasid diffusion rates.
It is known that there is a barrier to diffusion created byghéioring atoms those
need to move to let the diffusing atom pass. Thus, atomicatidums created by
temperature assist diffusion.

O Empirical analysis of the system resulted in an Arrheniysetpf relationshif
between diffusivity and temperature.

A4

D =D, e(%j

d Where Qjis a pre-exponential constant, Q is the activation energdifeusion, R
IS gas constant (Boltzmann’s constant) and T is absolutpdesture.

O From the above equation it can be inferred that large aativagnergy means
relatively small diffusion coefficient. It can also be obssd that there exists |a
linear proportional relation between (InD) and (1/T). Thhg plotting and
considering the intercepts, values of Q angcBn be found experimentallgge in
next slide for clear understanding). 70




Diffusion paths with lesser resistance

Experimentally determined activation energiesdiffudion...!

qurface < Qgrain boundary < Qpi pe < QI attice

Lower activation energy automatically implies higddfusivity

Core of dislocation lines offer paths of lower resistance PIPE DIFFUS ON

Diffusivity for a given path along with the availalrross-section for the path will
determine the diffusion rate for that

Comparison of Diffusivity for
self-diffusion of Ag— Single
crystal vs. polycrystal

Polycrystal

Log (D) —

Sngle
g
crystal

- Qgrain boundary = 110 kJ /mole

. QLattice = 192kJ/mole 1T —
< Increasing Température




Solved
Example - 5

This problem asks us to compute the magnitude of D for theisldh of Mg in Al at

400°C (673K).

Using the following diffusion data, compute the value of D fbe
diffusion of magnesium in aluminum at 40

Doqmginay =1.2 X104 m?/s Q=131 KJ/mol

D= (L2x10*m’/s)exp -

1310000 / mol
(831)/ mol —k)(67%)

=81x10"m?/s
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Solved At what temperature will the difusion coefficient for thefdsion of
SCIERNY | zinc in copper have a value of 2:6101° m?/s

D, =2.4 x10° n¥/s Q=189 KJ/mol

We are asked to calculate the temperature at which the wiffuefficient for the

diffusion of Zn in Cu has a value of 2.6 101 m?/s. Solving for T from below
equation

T=- &
R(InD, —In D)

By using the given data we can get

[ 1890007 / mol
(8313 /mol —k)[In(26x10™°m?/s) —In(24x10°m*/ s)

=901K =628C
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Solved The diffusion coefficients for nickel in iron are given at aw
SEnEENY | temperatures:

At 1473K 2.2x1015m?/s

At 1673K 4.8x101 /s

a) Determine the values of [&and the activation energyQ
b) Whatis the magnitude of D at 13WD(1573K)

— _ Qq From this equation we can compute two simultanepus
T - .
R(InD,-InD ) equations they are

_ olnD,-InD,
nD, =D, -2ty |inp, =inp, -Segty| Q=R 7

[IN(22x107%) - In(4.8x10™)
K)
1 1
147K 167K

Q, =-(8.3141 /mol -

=315700J / mol
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Now we can solve [from this equation

D, =D, e

= 22x10"n? /) exq ——12 700 /mol
(8311 / mol —K)(147%)
= 35x10"m°/s

(b) Using these values ofand Q D ., 1573K is just

D = (35%x10*m*/s) ex;{— 3135700J / mol }

(831) / mol —k)(157%)

=1.1x10“m?/s
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Summary

Diffusion Faster for

Diffusion Slower for

Open crystal structures

Close packed structures

Lower melting temperature
materials.

Higher melting temperature
materials

Smaller diffusing atoms

Larger diffusing atoms

Cations

Anions

Materials with secondary bonding

Materials with covalent bonding

Lower density materials

Higher density materials
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Introduction

 Nature of interfaces and their energies play an important role during phasétraation in
materials.

O During nucleation of a new phase in a metastable parent phase , the interéated
between nucleus and the parent phase contributes to an increase in Gibbs enéeg
system. This leads to an activation barrier for nucleation of the pé&ase, whos
magnitude, among other factors, also depends on the energy of such an interface.

U Interfaces between the product and parent phases also play significantiuohg the
growth of stable nuclei. Growth occurs by movement of product/parent interfacdghe
mobility of ar interface (the rate at which an interface moves under the influence of a
driving force) depends to a large extent on its struct{naure).

(1 Basically three different types of interface are important in metaistems.

» The free surface of a crystéolid/vapor interface) : All crystals possess this type
interface.

» Grain boundariego / a interface) : This type separates crystals with essentially
same composition and crystal structure, but a different orientation in space

y of t

D

Of

the

» Interphase interface®: / f interfaces) : This type of interface separates two differfnt

phases that can have different crystal structures or compositions and thaxksio
includes solid/liquid interfaces.

e
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What is a surface and what is an interface?

O Acut through an infinite crystal creates two surfaces.
U The joining of two phases creates an interface.

(Two orientations of the same crystalline phase joined in different orientation also creates

an interface called a grain boundary).

\ Plane of cut
i

Cut and Separaré

Creation of .
a surface
Portion of an
infinite
crystal/material
.\"\.
W ;‘. surfaces

Creation of

an interface

Join

L

= _—

Two semi-infinite {.‘r:.';’qh (or materials)

Two crystal/material
surfages formed

Two semi-infinite cryigls (or materials)

Interface.
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Surface energy

 To understand concept of surface energy let us do the following ideal thought experim
v' start with atoms far apart (upcoming figure)
such that there is no ‘bonding’ (interactions) between them
v" bring the atoms close to form a ‘bonded state’ with a surface

L Let the energy of the ‘unbonded state’ be zero. Let the energy lowering on bondtfoinr
be E per bond.

L Each bulk atom is bonded to 4 atoms (as in the upcoming figure)

Energy lowering of bulk atoms = 4E-this is negative energy w.r.t to the unbonded stat
 Each surface atom is bonded to 3 other atoms only

Energy lowering of bulk atoms = 3E-this is also negative energy w.r.t to unbonded stg

Unbonded state: atoms far apart
Jor g £oc® A surface atom is bonded to 3 atoms only

) SN

.-I & ;ﬂ:..f:i\‘u.?rmr in the bulh
is honded to 4 other atoms

ent:

n

C
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Surface energy

Energy lowering on the formation of infinit
crystal/unit volume = [- (number of atomg}4E, |

Energy of a crystal with a free surface/unit volume
[-(number of atomsy4E] + [(number of surface

atoms)x 1E]

An alternate calculation without invoking surface
energy

e The reference state for
the surface energy is the
bonded state and not the

free state

P

Zero

L=

Decreasing engrgy

Energy lowering on
Jformation of infinite crystal

‘Correction’due to surface atoms
v [nfinite crystal
ninite Crysld Schematic not to scale

Energy of a crystal with a free surface/unit volume =

[-(numbe of bulk atomsx4E,] - [(numbe of surfact
atoms)x 3E,]

Hence, we have seen that surface energy is ‘not ré
an energy’ in the truest senseit is a correction
coming about because we had over counted

number of ‘fully bonded’ atoms. (Sir Richar

Feynman may say that all forms of energy
accountant’s book keeping terms).

‘Broken bonds’
» 4

Alre

However, the effects of surface energy is very real.
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What is a broken bond?

L The electron distribution in a material can be viewed in a simplifiegghner using the
language of bonds. l.e. isolated atoms have a higher energy as compared to theaom
solid (we restrict ourselves to solids for now) and this lowering of energybeansualizeo
as a bond.

U The lowering of energy can be reported as bond energy/bond.
L The number and types of bonds an atom forms in the solid state depends on:
v" broadly speaking the electronic configuration of the constituent atoms

L Atoms on the surface have a lower coordination number as compared to atdmasoulk
of the solid. The missin¢ ‘coordination car be viewec as a broker bonc.

L The surface need not be a mere ‘termination of the bulk’ and may undergo relaxation or
reconstruction to lower its energy.

L Also the surface may be considered a few atomic layers thick (i.eeattmot just be a
monolayer of atoms).
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Surface energy

 Surface Energy and Surface Tension are concepts associated with liquiddided s

O If the Gibbs Free Energy (G) of the solid or liquid is lower than a given gasdatesindel
certain thermodynamic parameters (wherein the atoms are far apé#routviany
interatomic forces), then the gas will condense (and form a solid or liquid).

O The lowering in the Gibbs Free Energy is due to the cohesive forces in the bgulte
bonding forces in the solid.

surface are not fully bonded.

L The atom¢ on the surfact have a highel energ thar the bulk atom¢ (in the regime where
the solid or the liquid have a lower energy than the gaseous state).

L The lowering in energy is calculated for an atom (or entity) fully bonded.atbens on the

L4

L Hence the reference state for the surface is the bulk and not the gaseous state.

(iaseous state = , -

o Bg Gaseous state Surface

e .’j) i -~ — o ey
o J : IT € <5 -
= - - Atoms lower their energy

= o by fonmﬁg a"hqmd or solid
. . -~ . 0 : he cOondenc

- Liquid or Solid (A.sufr;rf.Jrg the condensed
S | —O000000 phase is the stable one)
=

No interaction between atoms

Partly bonded surface atoms



Surface energy & Surface tension

L When the calculation of the lowering of the energy of the system on the formafithe
condensed state was done all the atoms were taken into account (assumed té& |be bul
atoms)—i.e. anover-counting was done

 The ‘higher energy’ of the surface is with respect to the bulk and not wetipect to the
gaseous (non-interacting) state

L Hence the reference state for the surface is the bulk and not the gaseous state.

 Hence, it costs energy to put an atom on the surface as compared to the lmrigin of
Surface Energyy.

L The surfact wants to minimize its are: (wants to shrink; —origin of Surfact Tensiot (o)

o= Force _F [N] _Energy _E  [J] _[Nm] _[N]
Length L  [m '~ Taea A M [nA] [

A} "4

Dimensionally y and ¢ are identical — Physically they are different type of quantities
Y is a scalar while o is a second order tensor

Solid > Surface energy Surface tension

Liquid > Surface energy Surface tension [RaSIVstteCREE{o\ARETplE{olifo]o
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Interfacial free energy

LI |
T"[""T-rr i

O By interfacial energy we always mean the-
interfacial free energy. Interfacial free energy is
excess free energy associated with an interface.
excess free energy is the energy cost associated
the introduction of that interface. -

 For example, consider two differently orient
crystallites as shown in Fig., let them be
together to form a grain boundary. Let, e the
bulk free energy (per unit volume) of the crystall
1 anc G, be the bulk free energ (pel unit volume

Gain boundary

of the crystallite 2. G = Gy + Gz +Gxs

d When they are put together (a volumeg Wf the crystallite 1 and a volume ,\of the
crystallite 2), the resultant system with the grain boundary has ame&mwhich can be

written as G=GV,+G\V, +G

L4

d G, is the excess free energy; it is always positive. Grain boundary ersetgg excess freg
energy per unit area of the grain boundary; thafag, = VA . From this expression, it is
also clear that the units gf, is J/n¥
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. Interfacial free energy iIs not surface tension

O In a typical fluid-vapour interface, the interfacial excess free gnes the surface tensio:
the force that tries to minimize the surface area. If one of the phasessdtie interface is a
solid, then, the surface tension and the interfacial free energy are not tee sam

O In a typical fluid-vapour interface, the interfacial excess free gnes the surface tension:
the force that tries to minimize the surface area. If one of the phasessdtie interface is a
solid, then, the surface tension and the interfacial free energy are not tee sam

 Consider a soap film in a wire frame as shown in Fig., let the surfaceten$§the film be
v J/In?. Let ‘A be the area of the film. Suppose we increase the area of thébffiftdA' . The
total work done in stretching the film by ‘dA’is given bydA .

L Consider the free energy of a solid system with a free energy of ‘G’etla@e two
contributions to G; the first is the bulk free energy, @&e second is the contribution from
the interfaces, which is given byA, wherey is the interfacial energy per unit area and A is
the area of the interface.

Wire frame
I

|
i—c-
|
|
|

L 190
Surface tension in a liquid film




w3 Solids : Interfacial free energy is not surface tension

L Now, there are two ways in which the interfacial free energy can beggwin this systen.
One is to keepy a constant and change A; the other is to keep A constant but clyarsgéf.
The second option is possible only in the case of solids since liquids and vapours cannot
support any shear stresses. In other words,

G=G,+)A
dG = )dA+ Ady
O Thus, we see that ifyo= O, the change in free energy is equal to the work done in increasing
the interface are¢; and hence the interfacia free energ) is the same a< surfact tensior. On

the other hand, in general, in solids, the surface tension is not the saheeiatetfacial free
energy.
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Interfacial energy anisotropy in solids

U Interfacial energy is the interfacial excess free energy. Hehoani be written in terms df
enthalpy and entropy as followsy = H, - TS,

d where, H and § are the enthalpy and entropy associated with the boundary. Further, (if one
considers a solid-vapour interface in which a solid is in contact with p®ug the enthalpy
H, can be replaced by internal energy associated with the boundary, E

 Consider a temperature that is low enough that the entropy contribution to thes drexss
energy can be neglected. In such a solid-vapour interface, almost allténfaanal energy
contribution comes from the internal energy of the boundary. One can estimataeireal
energ\ contributior usinc a simple bonc-breaking¢mode in sucl a systen as< follows.

 Let us consider a crystalline solid. In the bulk, each atom has a certaibarumeighbol
with which it bonds. For example, an atom in the bulk FCC structure bonds with & |of
neighbors; an atom in the bulk BCC structure bonds with 8 of its neighbors; an atom in a
simple cubic structure bonds with 6 of its neighbors and so on. However, if an atom is
the surface, certain number of its neighbors are missing; hence, the bonds aresfietisat
such dangling bonds are the ones which contribute to the internal energy of the system.

O In a crystalline solid, obviously, surface formed with different planeal have different
energies because the number of broken bonds per unit areas are different on different
planes. Hence, the interfacial energy is also anisotropic in crystadblids. This anisotropy
IS more prominent at lower temperatures. As temperatures rise, the emwofribution
becomes dominant and makes the interfacial energy less anisotropic. 19
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A bond-breaking model

U In this section, we develop a simple bond-breaking model to calculate the suniacy ®f
a solid; we assume that the solid is in contact with its own vapour; we almse that thg
temepratures are low enough that the primary contribution to the surface exoengg from
the broken bonds.

[ Consider a simple cubic lattice with a lattice parameter of ‘a’ .ustonsider a surface that
makes an angle ob with one of the principal axes of the crystal. The crystalline surface
(of unit length) is shown schematically in Figure.

1%

‘-— cosB -

A cubic crystal of lattice parameter ‘a’ with a surface of unit length that makes an angle
of with one of the principal axes of the crystal; we have assumed that the crystal is
infinite in the third dimension (the axis perpendicular to the plane of the figure). ***




A bond-breaking model

L The open circle marked 1 represents an atom in the bulk; it has formed four borfues| in t
plane of the figure; if we consider the crystal to be infinite in the digecperpendicular tg
the plane of the figure, it has also formed two bonds in the perpendicular direotie
above the plane and another below.

U The filled circle, which represents a surface atom has formed only two bonad the four
that it can form in the plane of the figure. These dangling bonds are the ones thatuent
to the enthalpy (in this case, internal energy) of the interfacial freeggner

O From the given geometry, it is clear that the number of broken bonds along the pirincipa
axe:in the plane of the figure are Cos(éy anc Sin(‘H\) :
a a2

- \J

L Accounting for the third dimension, the total number of broken bonds per unit area of such

a surface is [Cos(8) + S n(‘H‘)]
)i

O If the bond strength is , since each bond is shared between two atoms, the internal gnergy
due to the broken bonds per unit length of the surface plagg (€given by the expression

E, = Ziaz [cos@+ sin‘@\]
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A bond-breaking model

A schematic plot of the expression is shown in Figur
The key point to note is that the interfacial energy has
cusp at® = 0; this means that any surface with any ang|
other thard = O; is energetically costlier for the system

Theplot of the expression ‘E_, giving

Surface energy, Esv

theinterfacial energy asa function of ,
the angle of the surface plane.

Angle, 0
| * " |

O In a simple bond breaking model, we only consider the chemical part of the feegyein a
solid, at the free surface, the atoms can also have elastic relax&tich contributions tp
the free energy can be accounted for using molecular dynamics simulations.

U The grain boundary grooving is a phenomenon in which a grain boundary in contact with a
vapor tends to develop a groove to achieve equilibrium of forces acting at tleejtmgtion
of vapour phase and the two grains.

L Using the groove angle, it is possible to determine the anisotropy in grain bounuagye
Further, as we show in the next section, the equilibrium shapes of crystalsecaonn-
spherical and facetted. The relative surface areas of different facestsch crystals alsp
indicate the relative surface energies (and hence help determine the anisotropy®°




Boundaries in single phase solids

 The grains in a single-phase polycrystalline specimen are generally ny mifferent
orientations and many different types of grain boundary are therefore possible.

L The nature of any given boundary depends on the misorientation of the two adjoining|grali
and the orientation of the boundary plane relative to them.

 There are two type of boundaries called ptiteboundariesand puretwist boundariesas
shown in figure. A tilt boundary occurs when the axis of rotation is parallel tqthee of
the boundary (Fig a), where as a twist boundary is formed when the rotation Sxis |
perpendicular to the boundary (Fig. b)

Rotation axis

B

[ L
I

! I

[ I

b : Rotation

_LH: ..... H axis
.-J""r \I\_
Boundary Boundary
(a) plane (b) plane

The relative orientations of the crystals and the boundary forming (a) a tilt boundary

and a (b) twist boundary
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Low-Angle boundaries

O It is simplest to first consider what happens when the misorientation betimeegrains is

small.
O The misorientation angled) is lessthan 1915° is called Low-Angle boundaries. Two

idealized boundaries are illustrated in below figure. These are symecaldbw-angle tilt

and low-angle twist boundaries.
The low-angle tilt boundaries is an array of parallel edge dislocations, wh#reasvist

boundary is a cross grid of two sets of screw dislocations. In each case the mtdhe
regions between the dislocations fit almost perfectly into both adjoiningalsys/here as
the dislocatior core« are region: of pooi fit in which the crysta structureis highly distortec.

\JJ

e

o
—
e
T

&

Low-Angle tilt boundary Low-Angle twist boundary



High-Angle boundaries

O When misorientation angl@®) is greaterthan 1915° is calledHigh-Angle boundaries.

L High-angle boundaries contain large areas of poor fit and have a relatively opetust.
The bonds between the atoms are broken or highly distorted and consequently the boundary
Is associated with a relatively high energy.

O In low-angle boundaries, however, most of the atoms fit very well into botitéatiso that
there is very little free volume and the inter atomic bonds are only slightly testor

L The regions of poor fit are restricted to the dislocation cores which are ias=pavith a
higher energy similar to that of the random high-angle boundary.

1n-:_15¢
1
|

Grain-
boundary
transition

zone

Grain boundary
energy, y

Low

angle

High
angle

1!

Misorientation 8

Variation of grain-boundary energy with

Disordered grain-boundary structure . : o
misorientation



L Not all high-angle boundaries have an open disordered structure. There are samé|spe
high-angle boundaries which have significantly lower energies than the random boundaries.

L These boundaries only occur at particular misorientations and boundary plaicsadw
the two adjoining lattices to fit together with relatively littlestibrtion of the interatomi
bonds.

\J

L The simplest special high-angle grain boundar
the boundary between two grains. If the twi
boundary is parallel to the twinning plane t
atom¢ in the boundar fit perfectly into botr
grains. The resulted is a coherent twin boundar
shown in figure (a).

U In FCC metals thisis {11 1} close-packed plar
Because the atoms in the boundary are essenii
iIn undistorted positions the energy of a coher
twin boundary is extremely low in comparison
the energy of a random high-angle boundary.

Fig. (a) : A coherent twin boundary
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Structure of interfaces

O If the twin boundary does not lie exactly parallel to the twinning plane, Fidhjethe
atoms do not fit perfectly into each grain and the boundary energy is much higheis
known as an incoherent twin boundary .

L The energy of a twin boundary is therefore very sensitive to the orientation bbtiredary

plane.

O If y is plotted as a function of the boundary orientation a sharp cusped minimi
obtained at the coherent boundary position is shown in figure (c).

m IS
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yncon 3ary

poun

— — — ——

Fig. (b): An incoherent twin boundary

A Incoherent

twin

-« Coherent twin

i
— G

z s

0 P —

Fig. (b): Twin boundary energy as a
function of the grain boundary
orientation 500



Structure of interfaces

a

a

we are concerned with crystalline solids and the three types of ingsrfén@at they form
namely, solid-solid, solid-liquid and solid-vapour interfaces.

The surface of a single crystal (of a pure element) is an example of a solid-vapedace.
The solidification front is an example of a solid-liquid interface. Any engimeg material,
if looked under the microscope, is teeming with solid-solid interfaceaingboundaries
twin boundaries, precipitate-matrix interfaces and so on.

Interfaces like the twin and grain boundaries separate the same phasewilbelifferent
crystal orientations). Hence, they are called homophase interfacesntrast, the solid
vapour or precipitate-matrix interface is called a heterophase interface

Many engineerin propertie of interes are decide« by the structurc of the solid-solid
interfaces in the material. Hence, a classification of soliddsalterfaces in crystalling
systems according to the structure of the interface itself is important.

Based on the structure of the interface, a (crystalline) solid-solidfatte can be classifie
into three broad categories. They are as follows:

Coherent interface : An interface across which the lattice planes are continamesalled coherer
interfaces.

Incoherent interface : An interface across which there is no lattice plane contynis called an
incoherent interface.

Semi-coherent interface . A typical interface in an engineering material is neithdiyfcoherent
nor completely incoherent. There are continuous latticangd interspersed with regions
discontinuity. Such interfaces are called semi-cohemsrtfaces. 20t
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Structure of interfaces

Coherent interface

L Coherent interfaces, as dened earlier, are interfaces across whidatttbe planes ars
continuous. In some cases, the continuity can be maintained with- out any distoft
lattice planes;

L However, in most of the coherent interfaces, the lattice planes astically strained tq
maintain continuity; These elastic strains play a crucial role iem@ning the properties of
the material containing such coherent interfaces.

d The NLAI precipitates in Ni-base superalloys form coherent interfaces wagh Ni-rich
matrix. Al-Li anc Al-Cu are some of the othel system in which coherer precipitate are
seen.

L Certain twin boundaries can be coherent; they are known as coherent twin boundaries.

[ The epitaxial growth of thin films on substrates also lead to coherenfacts between the
film and substrate.

1%

A4
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Coherent without strain

a
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spacing) but different composition crystal structure

Schematics of strain free coherent interfaces
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Coherent strained

@ O © O ? o O
| | | ||
o o o © 06000
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Structure of interfaces

Semi-coherent interface

U Interfaces across which some planes are continuous and some are not are knemwm as s
coherent interfaces.

L Semicoherent interfaces have an array of dislocations which partedly the misfit strains
arising from the lattice mismatch across the interface between thenaterials

O The small angle grain boundaries which are made up of a wall of dislocations angd CSL
(conicident site lattice) grain boundaries are classic examples of sdrarent boundaries.

> (l” “ § D

a
--------- T e ot
Schematic showing a Se ©0 0 6000
coherent interface: A seri O 0 0 00 O B
of e_dge dlslocatl_ons at 000 00 o
spacing of D partially rela
the misfit strain at the © 0 0 00 O

interface S 205




Structure of interfaces

Incoherent interface

L Incoherent interfaces, as defined earlier, are interfaces across thiei® is no continuity of
lattice planes.

L There is an elastic energy associated with incoherent boundaries, whahlneigo the
difference in the volume of the particle without any constraints and the votirie matrix
available for the particle.

 Generic high angle grain boundaries are typically incoherent. Sigildré inclusions ir
alloys (for example, MnS in steel) have incoherent interfaces.

Incoherent Interface
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Precipitates with mixed type interfaces

Rather special situations arise when a second-phase article is locasegraim boundary as
IS necessary to consider the formation of interfaces with two diffgremiented grains. Thre
possibilities are now arise...!

-

Semicoherent

It can have a

Incoherent { ) coherent or semi
Interfaces with coherent interface

both grains with both grains

A4

Incoherent .
.. 0, (t:)) (€)e- e !

\'4
A coherent or semi coherent interface with one grain and an incoettemther

An o precipitate at a grain boundary triple point
ano-B Cu-In alloy. Interfaces A and B are
Incoherent, value C is semicoherent. .




Equilibrium shapes of crystals

O WauIff plot is a nice way of representing the dependence of the interfacial enertipes
surface plane orientation. In this method, we identify the lattice planes hy
normals.

d Given a normal < h k | > and the surface enegy associated with the surface pla
with < h k | > as the normal, from an origin, we plot a point in the <h k | > directd
a distance which is equal 1Q,, .

O The resultant plot is known as the Wulff plot. In the Figure below, we sho

DN
the

ne
L

W a

schematic of such a Wulff plot.

0 Given a Wulff plot, it is possible to identify the
equilibrium shape. The equilirium shape is that P
shape which minimises > Ay.  wherg As
the area of the!l plane with an interfacia OP = <hki>
energy ofy, |OP| = y<nia>

O From the Wulff plot, it is clear that planes
whose energies lie at the cusps of the Wulff plot
have lower energies; her_1_cez If there be cuspsHp olot constructed by placing points
the Wulff plot, the equilibrium shape wouldn various directions corresponding to the
consist of facets made up by such planes. | surface energy for a plane with that direction

asthe normal. 208



Equilibrium shapes of crystals

L The general procedure to obtain the equilibrium shape from the Wulff plot is shoyn in
Figure; At every point on the WuUIff plot, we draw a tangent (which is perpendi¢aléhe
radial line). The inner envelope of such tangents gives us the equilbrium shaperdfare
cusps in the Wulff plot, this construction give facetted equilibrium shapes.

—

The Equilibrium shape identified from the Fquilibriume Shape.‘

Wul plot. We draw the normals to the
radial direction at every point. The inng
envelop: of the normal: forms the _
equilibrium shape. Note that when there line ot coans
are cusps, the normals at the cusps fogm------ e Wl plot
facetted interfaces as shown. q

-

MNormals
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Equilibrium shapes of crystals
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External Surface of the crystal

 External surfaces have energy related to the nuofdaonds broken at the

surface

Surface Energy/ /

unit area (J/§)
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«=1] Comparison of Interfacial Energies of Various 2D Defects

Metal Surface Solid/ Grain Twin | Stacking
Liquid |BoundaryBoundary Fault
(J/n?) Type of boundary Ii?/er;g;/
Gold 1370 132 364 ~10 55 Surface ~0.89
Silver 114( 12€ 79C - 17 Grain boundar ~0.8F
Platinum | 1310 240 1000 196 ~95 _ ~063
Nickel 1860 255 690 - ~400 TwinBoundary | g 4og (Cu)
Aluminium| 1140 - 625 120 ~200 Stacking Fault 0.08 (Cu)
Copper 1750 177 646 44 73 0.2 (Al)
Iron 1950 204 780 190 -
Tin 680 94.5 - - -
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Introduction

Let us start understanding phase transformations using the example of the soiadifaf a
pure metal.

Three states of matter are distinguishable: gas, liquid, and solid

In the gaseous state the metal atoms occupy a great deal of space becauserapith
motion. The atoms move independently and are usually widely separated sdhét
attractive forces between atoms are negligible. The arrangemerdro§ & a gas is one (
complete disorder.

At some lower temperature, the kinetic energy of the atoms has decreadbatsthe
attractive forces becomi large enougl to bring mos of the atom¢ togethe in a liquid. And
there is a continual interchange of atoms between the vapor and liquid abeo$iguid
surface.

The attractive forces between atoms in a liquid may be demonstratdeel@pplication of

pressure. A gas may be easily compressed into a smaller volume, bugtadkgh pressur,
to compress a liquid. There is, however, still enough free space in the liguatlaw the
atoms to move about irregularly.

As the temperature is decreased, the motions are less vigorous and thevatfaaces pull
the atoms closer together until the liquid solidifies. Most materials achtupon
solidification, indicating a closer packing of atoms in the solid state.

The atoms in the solid are not stationary but are vibrating around fixed pointsggige to
the orderly arrangement of crystal structures. 214
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Mechanism of Crystallization

O Crystallization is the transition from the liquid to the solid state antlogin two stages:
» Nuclei formation
» Crystal Growth

O Although the atoms in the liquid state do not have any definite arrangemenpassible
that some atoms at any given instant are in positions exactly correspondihg space
lattice they assume when solidified.

L These chance aggregates or groups are not permanent but continually break upramgd re
at other points.

U The highel the temperature the greate the kinetic energ of the atom: anc the shorte the
life of the group. When the temperature, of the liquid is decreased, the mmement
decreases, lengthening the life of the group, and more groups will be presentsanibke
time.

L Atomsin a material have both kinetic and potential energy. Kinetic energy is related to the
speed at which the atoms move and is strictly a function of temperature. The higher the
temperature, the more active are the atoms and the greater istheir kinetic energy. Potential
energy, on the other hand, is related to the distance between atoms. The greater the
average distance between atoms, the greater istheir potential energy.

L4
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Mechanism of Crystallization

Metals

A 4
174

Thermodynamic | 1 AHjgyggq F----=+-=---------- -+ High — (10-15) kJ / mole

Crystallization favoured bi/

Low — (1-10) Poise

A 4

Kinetic i i(AHQ)zD Log [Viscosity (1)] -

[ Enthalpy of activation for
diffusion across the interface

Very fast cooling rates ~2&/s are used for the amorphization of alloys
— splat cooling, melt-spinning.
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Solidification (or) Freezing

When metal is poured into the mould,

Local Solidification time'
Ve N

Temperature —

I\

Total Solidification time

Cd

~
T

> the temperature will be as high as its
inversion temperature.

Y
©
I o
Equilibrium <
Freezing g
Temperature (%

It gets cooled when poured into the
mould and molten metal in the liquid
form will solidify. This time is called
local solidification time

Time —

The solidified metal in the mould |
called casting) gets cooled in the mou
to the temperature of the surroundings

217
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Driving force for solidification

between two phases at temperatures away from|t

equilibrium temperature. \\
U For example if a liquid metal is under cooled & U :
- \ Y Solid (G,

O In dealing with phase transformations, we are often
concerned with the difference in free enefgy< Solid stable Liquid stable
he
AG

AT below T, before it solidifies, solidification will
be accompanied by a decrease in free en&@y 0
(J/mol) as shown in figure.

L This free energy decreases provides the dri\ ﬁ% AG — —VE
force for solidification. The magnitude of thjs

NS

change can be obtained as follows. Liquid (GL\)
O The free energies of the liquid and solid af|a AT
temperature T are given by pap . : Undercooling | AG — +ve
G — H _TS B : T
m
G°=H®>-TS®

Therefore, at a temperature AG = AH —TAS

Where aAH=H'-HS and AS=S'-S° 218



Driving force for solidification

d At the equilibrium melting temperature . lthe free energies of solid and liquid are equal,
l.e., AG = 0. Consequently AG = AH ~T AS=0

d And therefore at [ AS:ﬁ:L —©
T T

m

L This is known as the entropy of fusion. It is observed experimentally that the gnifgp
fusion is a constant R (8.3 J/mol . K) for most metals (Richard’s rule).

[ For small undercoolings\(T) the difference in the specific heats of the liquid and sol(éIFL,(
- C. ) car beignorec.
d Combining equations 1 and 2 thus gives AG L _TL

m

O i.e., for smallAT AG Dﬂ

This is called Turnbull’'s approximation

m
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Solidification of pure metal : Supercooling

O In a pure metal at its freezing point where both the liquid and solid stageatahe sam
temperature. The kinetic energy of the atoms in the liquid and the solid lmeuste same,
but there is a significant difference in potential energy.

L The atoms in the solid are much closer together, so that solidification oattinra releas
of energy. This difference in potential energy between the liquid and stdtes is know
as thdatent heat of fusion.

Cooling Curve for a pure metgl

 However, energy is required to establish a surface
between the liquid and solid. In pure materials at|the
freezin¢ point insufficient energ) is release by the
heat of fusion to create a stable boundary, and some
under cooling is always necessary to form stable“_’:
nucleil. =

@©

O Subsequent release of the heat of fusion will raisel

the temperature to the freezing point. The amount of;

undercooling required may be reduced by the—
presence of solid impurities which reduce the

amount of surface energy required.

N I

Under cooling

Time — 220




Solidification of pure metal

L When the temperature of the liquid metal has dropped sufficiently belowegzifig point,
stable aggregates or nuclei appear spontaneously at various points in the ligese| Th
nuclei, which have now solidified, act as centers for further crystalomati

L As cooling continues, more atoms tend to freeze, and they may attachelkhemdo
already existing nuclei or form new nuclei of their own. Each nucleus grows by the
attraction of atoms from the liquid into its space lattice.

O Crystal growth continues in three dimensions, the atoms attaching themseleesgain
preferred directions, usually along the axes of the crystal this givesarigecharacteristi
treelike structur¢ which is callec a dendrite.

L Since each nucleus is formed by chance, the crystal axes are pointetiabrand the
dendrites growing from them will grow in different directions in each crydtahally, as
the amount of liquid decreases, the gaps between the arms of the dendrite fldicoand
the growth of the dendrite will be mutually obstructed by that of its neighbors [Elaids
to a very irregular external shape.

L The crystals found in all commercial metals are commonly caljednsbecause of this
variation in external shape. The area along which crystals meet, knowheasgrain
boundaryjs a region of mismatch.

\J

L4

UJ
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Liquid to Solid Phase Transfor mation : Solidification

Two crystal going to join

to from grain boundary

Growth of nucleated crysts

Grain boundary

Solidification Complete

“ For sufficient Undercadling”



Solidification of pure metal

This mismatch leads to a noncrystalline (amorphous) structure at the gramddrguwith
the atoms irregularly spaced.

Since the last liquid to solidify is generally along the grain boundariese ttends to be
higher concentration of impurity atoms in that area. Figure (previous page)sshow
schematically the process of crystallization from nuclei to the finahgra

Due to chilling action of mold wall, a thin skin of solid metal is formedia wall surface
immediately after pouring.

Grain structure in a casting of a pure metal, showing randomly oriented griasngsall size
nea the mold wall, anc large columna grains orientec towarc the cente of the castinc.

\1 "4

»
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Most alloys freeze over a temperature range

Phase diagram for a Cu-Ni alloy system

cooling curve for different alloy systems.
Characteristic grain structure

casting,

components in center of casting.

~
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in an all

showing segregation of alloyi
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Cast Structure

O Chill Zone: A region of small, random|
oriented grains that forms at the surfac
of a casting as a result of heterogenepi
nucleation.

O Columnar ZoneA region of elongate
grains having a preferred orientatipl
that forms as a result of competitiye

~\Chill grains

‘Nuclei

growth during the solidification of

casting Nucleation begir Chill zone form
U Equiaxed ZoneA region of randoml

oriented grains in the center of a castin Columnar grains Equiaxed grains

produced as a result of widesprea r:)_T “TYT%V 1 |

nucleation. | |

__——

Figure: Development of the ingot structyre “

of a casting during solidification: preferred growth produces additional nucleation creates
the columnar zone the equiaxed’zone




Remember....!

L We have seen phase transformations using the example dafltidication of a pure metal.

L There is no change in composition involved as we are conaglarpure metal. If we solidify an alloy
this will involve long range diffusion.

O When a volume of material (V) transforms three energies bhabe considered :
v reduction in G (assume we are working at constant T & P),
v increase iry (interface free-energy),
v increase in strain energy.

O In aliquid to solid phase transformation the strain enesgyntcan be neglected as the liquid melt ¢an
flow to accommodar the volume chang: (assum we are working ai constar T & P).

L The process can start only below the melting point of theidiqas only below the melting point the
Gliquia < Gsoiia)- -6 we need to Undercool the system. As we shall note, usuleable conditions (e.g.
container-less solidification in zero gravity conditipnselts can be undercooled to a large extent
without solidification taking place.

Bulk Gibbs free energy

-New interface created |

Energies involve Interfacial energy

ey Y Toer Ve, : Solid-solid
\olume of transforming material Strain energy




Nucleation

Solidification E  Nucleation Growth

L Nucleation: localized formation of a distinct thermodynamic phase.

L Nucleation an occur in a gas, liquid or solid phase. Some examples of phasasathat
form via nucleation include:

» In gas-creation of liquid droplets in saturated vapor

» In liquid-formation of gaseous bubbles crystals (e.g., ice formation fronenvat
glass' region:.

» In solid-Nucleation of crystalline, amorphous and even vacancy clusterslioh|s
materials. Such solid state nucleation is important, for example,héo semi
conductor industry.

L Most nucleation processes are physical, rather than chemical.

U There are two types of nucleationhbomogeneouand heterogeneousThis distinction
between them made according to the site at which nucleating events. éaauthe
homogeneousgype, nuclei of the new phase form uniformly throughout the parent phase,
where as for the heterogeneoustype, nuclei form preferentially at structunal
iInhomogeneities such as container surfaces insoluble impurities grain boungdaries,
dislocations and so on T




Nucleation

= [t occurs spontaneousy and
HOMOQeNOUS andomly, but it  requires

superheating or supercooling of
the medium.

Nucleation

= Liquid — solid

Heterogenous walls of container, inclusions

= Solid — solid
inclusions, grain boundaries,
dislocations, stacking faults

d The probability of nucleation occurring at point in the p#rghase is same
throughout the parent phase

 In heterogeneous nucleation there are some preferredisitée parent phase
where nucleation can occur
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Homogeneous Nucleation

L Let us consider S transformation taking place by homogenous nucleation. Let the
system be undercooled to a fixed temperatifie Let us consider the formation of |a
spherical crystal of radius ‘r’ from the melt. We can neglect the straergy contribution.

L Let the change in ‘G’ during the process h&. This is equal to the decrease in bulk free
energy + the increase in surface free energy. This can be computedgbeacsl nucleus
as below.

JJ

Neglectedin L— S

Freeenergychangeon nucleatiorn= transformations

Reductionn bulk free energy+

AG = (Volume).AG) + (Surface).y)

:f . /,‘\\\
i (] AG = %” “1L06,)+ [am?) ()

r2

f(r) —

v'Note that below a value of ‘1’ the lower power of ‘r’
dominates; while above ‘1’ the higher power of ‘r’ dominates.
v'In the above equation these powers are weighed with other

1 ‘factors/parameters’, but the essential logic remains.
rF — 229




Homogeneous Nucleation

AG = (gnsj.(AGv)+(47T2)-(y)

In the above equation, théterm is +ve and the’term is -ve. Such kinds of equations are off
encountered in materials science, where one term is opposing the procesiseaather is
supporting it. Example of such processes are crack growth (where surfagy epposes thg

process and the strain energy stored in the material supports crack growth).

In the current case it is the higher power is supporting the phase transformatioa tise higher
power dominates above ‘1’, the function will go through a maximum as in fig. beldvs
implies theAG function will go through a maximum. l.e. if the process just even staviglitead

to ar increas in AG!

On the other hand the function with -ve contribution from the lower powerA®) will go
through a minimum (fig. below) and such a process will take place down-hill in G apd st

[en
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T

4 I
-...x-"-"ﬂ 0.5 1 ""{K‘X‘LEI}
35 :
—x"3 —(x"2 -x =3 : — d
= 0.6 ( ) Goes through a maximum |~
0.4 /
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02 4
-'-' - K.
F 0 1= r
= = e )
15 :ﬁl 5 i . 04 f.a [ ) 14
o 04 S
0.5 _ 0.4 yoes throug NINIMN
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Homogeneous Nucleation

O As we have noted previousli¥G vs r plot will go through a maximum (implying that as a small

crystal forms ‘G’ will increase and hence it will tend to dissolve). Thaximum of AG vs r plot is

obtained by, by settingxlG/dr = 0. The maximum value &G corresponds to a value of ‘r’ callgd

the critical radius (denoted by superscript *).

O If by some ‘accident’ (technically a ‘statistical random fluctuatioa'grystal (of ‘preferred’ crysta
structure) size > r* (called supercritical nuclei) forms then it casmgdown-hill in ‘G’. Crystals
smaller than r* (called embryos) will tend to shrink to reduce ‘G’. Tngical value ofAG at r* is
calledAG*. Reduction in G (below the liquid state) is obtained only aftgsrobtained (which cal
be obtained by settingG = 0).

—

Trivial

4o dAG _

dAG -0 dr 0 o
o Y —— -
r, =——— AsAG, is —ve, ris +ve | .
AG, &
. 2 \
r= - AG :1—67T y32
AG, 3 AG 1
I [
O
P o= 3y < (Embryo Supercritical nuclei
AG=0 0o~
= AG,

I —



Homogeneous Nucleation

What is the effect of undercooling (AT) on r* and AG*?

d We have noted thaaG, is a function of undercoolingAT). At larger undercooling\G,,
increases and hence r* anéG* decrease. This is evident from the equations for r* At

as below

d At T, , AG, is zero and r* is infinity! — That the melting point is not the same as the

freezing point!! This energy (G) barrier to nucleation is called‘theleation barrier’.

% __________ | AG, = f (AT)
< § The bulk free energy reduction is a function of emdoling
U) 1
@ Y
9 - ! \E o‘&@‘b% r* :—i AG* :1_677' y3
S i © R AG, 3 AG’
o T N -
\ Using the Turnbull approximation
- . (linearizing the G-T curve close td, ),
Decreasing'r we can get the value @fG interms of the
T enthalpy of solidification.
O . 16 T?
3 G =S AT AR




How are atoms assembled to form a nucleus of r* —"“ Statistical Random Fluctuation”

O To cause nucleation (or even to form an embryo) atoms of tipnadi(which are randomly moving
about) have to come together in a order, which resemblesristalline order, at a given instant of
time. Typically, this crystalline order is very differenin the order (local order), which exists in the
liquid.

O This ‘coming together’ is a random process, which is staasin nature—i.e. the liquid is exploring
‘locally’ many different possible configurations and ramaly (by chance), in some location in the
liquid, this order may resemble the preferred crystallindea

[ Since this process is random (& statistical) in nature, tiodability that a larger sized crystalline order
is assembled is lower than that to assemble a smaller sipgstac.

O Hence al smalle undercooling (where the value of r* is large the chanc: of the formatior of a
supercritical nucleus is smaller and so is the probabilitgaidification (as at least one nucleus
needed— which can grow to cause solidification). At larger underaogs, where r* value is relativel
smaller, the chance of solidification is higher.

S

~

Schematic of a pant of

g i - 7 liquid below T,
ﬁ!- o 3 ..!_1] -
e g Looal order resembling
"';L e = o oryatailina ovder
S| e 3
t AT 2
8 =
v ¥ = 2
o 8l
g \5/
;5“.’;
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What is meant by the ‘Nucleation Barrier’ —an alternate perspective

L Here we try to understand: “What exactly is meant by the nucleation barrier?”

O It is sometime difficult to fathom out as to the surface energy can nfralezing of a smal
‘embryo’ energetically ‘infeasiblefas we have already noted that unless the crystallite size
IS> r, the energy of the systemis higher). Agreed that for the surface the energy lowering is
not as much as that for the bulk*, but even the surface (with some ‘unsaturated)dsrnds
expected to have a lower energy than the liquid state (where the crgstalergetically
favored). l.e. the specific concern being: “can state-1 in figure below be alb@veero
level (now considered for the liquid state)?"Is the surface so bad that it even negates|the

effect of the bulk lowering?’

L We will approach this mystery from a different angle - by first askingghestion: “what is
meant by melting point?” & “what is meant by undercooling?”.

~

@©

Zero ‘Broken bonds’
L 4

Energy lowering on

_formation of infinite crystai AT A AT & l "" -

e — Crystal with surface ‘
v | ‘Correction’due to surface atoms
a ¥

z Infinite crystal

Decreasing energy
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Melting point, undercooling, freezing point

 The plot below shows melting point of Au nanoparticles, plotted as a function of thiele
radius. It is to be noted that the melting point of nanoparticles decreases thelobulk melting
point’ (a 5nm particle melts more than 10Q below T Buk). This is due to surface effects
(surface is expected to have a lower melting point than bulk¥3ctually, the curren
understanding is that the whole nanoparticle melts simultaneously (not surfacbydgger).

 Let us continue to use the example of Au.
Suppose we are below, Tk (1337K=1064C, 135{}' Melting Point of Bulk Material
l.e. system is undercooled w.r.t the bulk meltln%
point) at T, (=1300K—AT = 37K) and supposge _ 1300
a small crystal of y = 5nm forms in the liquid E_, | :
Now the melting point of this crystal is ~1200KE Tvend line showing the depression
—sthis crystal will ‘melt-away’. Now we have tp& 1201 in mﬁmg point of Au nanoparticles
assemble a crystal of size of about 15nm { rg 5 Hiﬂ@.;;g; %&s
for it ‘not to melt’. This needless to say is muclngOD I L B
less probable (and it is better to undercool eyén % e
further so that the value of r* decreases). Thus Oﬁﬁg‘j“*"'—; k. :j:?;;?j;.;w | |
the mystery of ‘nucleation barrier’ vanishes and 10 7 20 ﬁﬂ 40 50
we can ‘think of’ melting point freezing point Radius of particle (nm) —
(for a given size of particle)! Other materials like Pb, Cu, Bi, S show similar trend lines

d T, is in heating for the bulk material and in cooling if we take into account thee d&pendence
of melting point everything ‘sort-of’ falls into place . 235




Homogenous Nucleation Rate

0 The process of nucleation (of a crystal from a liquid melt, belgy#f) we have described
so far is a dynamic one. Various atomic configurations are being explordteitiquid
state - some of which resemble the stable crystalline order. Some of trgstallites’ are
of a critical size ri; for a given undercooling AT). These crystallites can grow [o
transform the melt to a solidby becoming supercritical. Crystallites smaller than| r*
(embryos) tend to ‘dissolve’.

L As the whole process is dynamic, we need to describe the process in tetmate of>the
nucleation rate [dN/dt number of nucleation events/time].

L Also, true nucleatiol is the rate al which crystallites becom: supercritice. To find the
nucleation rate we have to find the number of critical sized crystalldésand multiply it
by the frequency/rate at which they become supercritical.

O If the total number of particles (which can act like potential nucleatidesst in
homogenous nucleation for now) is Nhen the number of critical sized particles given|by
an Arrhenius type function with a activation barrierA&*.

N' =N, e“‘ij
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O The number of potential atoms, which can jump to make the critical nucleus sitipal¢r
are the atoms which are ‘adjacent’ to the liquitet this number be s*.

O If the lattice vibration frequency is and the activation barrier for an atom facing the
nucleus (i.e. atom belonging to s*) to jump into the nucleus (to make in supeabris
AH,, the frequency with which nuclei become supercritical due atomic jumps imtp th

nucleus is given by-

No. of critical sized Frequency with which they

Rate of nucleatio E

particles become supercritical
v A
T AGH “AHy
dN {£_AG ,'J | . {\—_dll
| = — N* = Nt e g V=SV e(‘;lfl:/j
dt

No. of particles/volume in L v — lattice vibration frequency (~1%/s)

s atoms of the liquid facing the nuclelis

Critical sized nucleus

Jump taking particle to supercriticality
— nucleatedenthal py of activation = 4AH,)

Critical sized nucleus 237




Homogenous Nucleation

Rate

How does the plot of this function look with temperature?

AtT=0Kagainl=0

pDooooC

nucleation rate is not a monotonic function of undercoaling

The nucleation rate (I = dN/dt) can be written as a producheftivo terms as in the equation below.
AtT, . ,AG*is o—I| =0 (as expected if there is no undercooling there is no raticig).

This implies that the function should reach a maximum betwiee T,,and T = 0.
A schematic plot of I(T) (or IAT)) is given in the figure below. An important point to notetst the

| T=T,>AG =0 —1=0

/'_\*} ////
AG #AHy
~ Ps N

~TKT -

{
=N sve'

IncreasingAT

T(K) —

T=0—-1=0

s

N'AG*T = | l

j Note: AG" isa functionof T

~,
~

e T =1
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Heterogenous Nucleation

J We have already talked about the ‘nucleation barrier’ and the difficutyhe nucleatior
process. This is all the more so for fully solid state phase transformatvrese the strair
energy term is also involved (which opposes the transformation).

The nucleation process is often made ‘easier’ by the presence of ‘defettte’ system.
In the solidification of a liquid this could be the mold walls.

For solid state transformation suitable nucleation sites are: non-equitilatefects such as
excess vacancies, dislocations, grain boundaries, stacking faults, inclustbsigréaces.

L One way to visualize the ease of heterogeneous nucleatibeterogeneous nucleation at a
defec will leac to destruction/modificatic of the defec (make it less “defective’™). This
will lead to some free energyG,4being releasee>thus reducing the activation barrier

AG = (V)(AG, -AG,) + Ay—(AG,)

hetro,defect

—

C OO

= IncreasingAG, (i.e. increasind\G")

» Homogenous sites

» Vacancies

» Dislocations

» Stacking Faults

» Grain boundaries (triple junction...), Interphase boundaries
» Free Surface




Heterogenous Nucleation

Consider the nucleation ¢ffrom a on a planar surface of inclusian The nucleus will have th
shape of a len&sin the figure below).

Surface tension force balance equation can be written as in equatibal¢ly. The contact angl|
can be calculated from this equati(as in equation (3)).

Keeping in view the interface areas created and lost we can writeGhequation as below (2).

D

e

\%J

Interfacial Energies

Alens VO(B

Acircle VBB
Acircle VO(ES

Vions=TH?(3r-h)/3| | A=2rh | [h=(1-Co®)r | | re.="r Sird |2




Heterogenous Nucleation

L Using the procedure as before (for the case of the homogenous nucleation) wecdcen
for heterogeneous nucleation. Using the surface tension balance equation wateahe

formulae for r*andAG* using a single interfacial energy;; (and contact angle).
d Further we can write dowAG*, ..,, INn terms ofAG*, . ,and contact angle.

. 2y, .
G _, ‘r =—Fap| |\g -2, Vé(z 3Cos#+Cos*6)

fi

dl’ hetero AG\/ 3
. AG,., 1 .
AGiars = 4 Ciors(2~20050 + o) "o = (2-2000+ Cos')  iemtg
| Increasing
contact angle
4

=0 5 f(0)=0  CompsEEEh;
AG, /

“hetero — 1(2—3C036’+Cos39) = f (9)<i> 0=97 — f(0) =1/2

: A
Ghomo 4

0=180¢ — f(6) =1 : .
Theplot of AG* g0 / AG* 1omo 1S SNOWN N the next page




Plot of AG*| ciere/AG* homo IS ShOWN below. This brings out the benefit of heterogene
nucleation vs homogenous nucleation

If the B phase nucleus (lens shaped) completely wets the substrate/inclagbage) (i.ed

= 0°) »thenAG*, .= 0 —there is no barrier to nucleation.

On the other extreme @-phase does not we the substrate @.es 180°) — AG*cier0 =

AG*,,mo — there is no benefit of the substrate. In reality the wetting afgéeesomewhere

between 0°-180°.

POuUS

| =4

Hence, we have to chose a heterogeneous nucleating agent with a mirihwvatoe

AG*hetero(:I-SO)) = AG*homo
no benefit

AG*hetero(oo) - O
no barrier to nucleation

AG*hetero(goo) = AG‘*hom(!z

Vas = Vss
ya'ﬂ

Cosd =

60 90 120 150 180
0 (degrees)—
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J Heterogeneous nucleation has many practical applicati

 During the solidification of a melt if only a few nucIT'
form and these nuclei grow, we will have a coarse grai
material(which will have a lower strength as compared to
a fine grained material- due to Hall-Petch effect).

J Hence, nucleating agents are added to the melt (e.g. Ti
Al alloys, Zr for Mg alloys) for grain refinement.

How to get a small value of 8? (so that ‘easy’ heterogeneous nucleation).

= Choosinca nucleating agent withlow value ofys;s (low energyBd interface
= (Actually the value of(y,s — Ys;) Will determine the effectiveness of the heterogeng

nucleating agent> highy,; or low y;;)

How to get a low value of y;;

= We can get a low value of;
0 Crystal structure o8 andd are similar
o lattice parameters are as close as possible
= Examples of such choices are
v Seeding rain-bearing clouds Agl or NaCl— nucleation of ice crystals

v Ni (FCC, a = 3.52 A) is used a heterogeneous nucleating agetitel production of artificia

ous

diamonds (FCC, a = 3.57 A) from graphite




Why does heterogeneous nucleation rate dominate?

L To understand the above questions, let us write the nucleation rate for bothasas¢se-

exponential term and an exponential term. The pre-exponential term is a functibe |of
number of nucleation sites.

L However, the term that dominates is the exponential term and due to a l@ethe
heterogeneous nucleation rate is typically higher.

_[Aeﬁomj
A0 ol K
I 141 e I

homc

_[AG;etero}
S KT
L1 | . e

\homc hetert heter<
9 T
= f(number of nucleation siteg) = f(number of nucleation siteg)
~ 102 ~ 10?6

BUT
the exponential term dominates
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Growth of a Pure solid

L At transformation temperature the probability of jump of atom fram— (3 (across the
interface) is same as the reverse jump

[ Growth proceeds below the transformation temperature, wherein tivatemt barrier for
the reverse jump is higher.

L There are basically two different types of solid/liquid interface: &mmacally rough or
diffuse interface associated with metallic systems, and an aadignitat or sharply defined
interface often associated with nonmetals.

J Because of the differences in atomi
structure thesc two types of interface
migrate in quite different ways . Roug
interface migrate by aontinuous growth
processes while flat interface migrate
lateral growth (Spiral growth and
surface nucleation) process involving

ledges.
Trasformation Nucleation Grtci)I\I/vth
of +
a—f I ais

hase
PP exhausted 245
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Summary

L Compared to the heterogeneous nucleation (which starts at nucleation sisesfaces
homogeneous nucleation occurs with much more difficulty in the interior of a uniform
substance. The creation of a nucleus implies the formation of an interfélce bbundarie
of a new phase.

O Liquids cooled below the maximum heterogeneous nucleation temperature (melting
temperature) but which are above the homogeneous nucleation temperature. (panmecstbst
freezing temperature) are cooled super cooled.

L An example of supercooling: pure water freezes at -42°C rather than atedgirfg
temperatur 0°C.

Nucleation - The physical process by which a new phase is produced in a material.

Critical radius (r*) - The minimum size that must be formed by atoms clustering together in the
liquid before the solid particle is stable and begins to grow.

Undercooling - The temperature to which the liquid metal must cool below the equilibrium
freezing temperature before nucleation occurs.

Homogeneous nucleation - Formation of a critically sized solid from the liquid by the clustering
together of a large number of atoms at a high undercooling (without an external interface).
Heterogeneous nucleation - Formation of a critically sized solid from the liquid on an impurity
surface.
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Introduction

L The majority of phase transformations that occur in the solid state takes Ipyathermally
activated atomic movements.
L The transformations that will be dealt with in this chapter are thoseattgatnduced by :
change of temperature of an alloy that has a fixed composition.

S =

O Usually we will be concerned with the transformations caused by a tetmperahange
from a single phase region of a (binary) phase diagram to a region where one orhaofeot
phases are stable.

O The different types of phase transformations that are possible can be roughlyddivitie
several groupssée in next dlide).
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Classification of Diffusional transformations

Precipitation|a' - a+ [

a' —» metastable supersaturated solid solu

Eutectoid |y - a+ [

Diffusional
Transformation

VL

Ordering||a (disordered) — o '(ordered)

: Original phase decomposes to one or more
Massive ,8 — A| new phases which have the same composition
as the parent phase but different crystal
structures

'Polymorphic lgcrystal—l — Yerystal -2 249




Classification of Diffusional transformations

O N r \o+p PreC|p|tat|on‘
| T8/ :
;.f'f ! a+p atp a - a+ﬂ
Eutectic System Eutectoid System Peritectic System
! A v ’ Pol hi
. : olymorphic
Ordering Eutectoid ymorp
|
i
T
o Ji
5 7 B y P
a (disordered) — a'(ordered) y - a+pf
A
T
‘ Massive Igcrystal 1 ™ Aoysa-2
| J — B -a
b 250
A B 4 B




Introduction

O Diffusional transformations involve nucleation and growth. Nucleation involtes
formation of a different phase from a parent phase (e.g. crystal from.r@etijvth involves
attachment of atoms belonging to the matrix to the new phase (e.g. atoms ‘belongimg t
liquid phase attach to the crystal phase).

L Nucleation we have noted is ‘uphill’ in ‘G’ process, while growth is ‘downhill'@

L Growth can proceed till all the ‘prescribed’ product phase forms (by comguthe paren;
phase).

Transformation rate

d As expected transformation rate s a function of nucleation rate (I) and growth rate (U).

4 In a o—f transformation, if X is the fraction off-phase formed, then gxit is the
transformation rate.

d The derivation of Tas a function of I & U is carried using some assumptions @lgson-
Mehl and Avarami models).

L We have already seen the curve for the nucleation rate (1) as a function of the awldeyc

L The growth rate (U) curve as a function of undercooling looks similar. The key elifoe
being that the maximum of AT curve is typically above the AT curve.

d This fact that T(U,) > T(,.,) give us an important ‘handle’ on the scale of the
transformed phases forming. 251




Transformation Rate

Maximum of growth rate usually

.-~ at higher temperature than
T maxi mum of nucleation rate

5 | ,
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Transformation Rate

Fraction of the producf) phase forming with time-the sigmoidal growth curve

Many processes in nature (etc.), e.g. growth of bacteria in a culture (mwhbacteria with
time), marks obtained versus study time(!), etc. tend to follow a usalecurve the

sigmoidal growth curve.

In the context of phase transformation, the fraction of the product phageédphing with
time follows a sigmoidal curve (function and curve as below).

1.0

. Saturation phase — decreasing growth
i rate with time '

_______________________________________________________________________________

Linear growth regime — constant high

growth rate

_______________________________________________________________________________

Incubation period— Slow growth (but
with increasing growth rate with tlme)

_______________________________________________________________________________



y From ‘Rate’ to ‘time’ : The Origin of TTT diagrams

d The transformation rate curve (T plot) has hidden in it the I-T and U-T curves.

d An alternate way of plotting the Transformation rate )(€urve is to plot Transformation
time (T, [i.e. go from frequency domain to time domain]. Such a plot is called theedjm
Temperature-Transformation diagram (TTT diagram).

O High rates correspond to short times and vice-ve@ao rate implies « time (no
transformation).

d This T,-T plot looks like the ‘C’ alphabet and is often called the ‘C-curve. Tha@imum
time part is called the nose of the curve.

Rate= f (T,t)

T(K) —

Nose of the ‘ C-curve' P

TI’ (rate:> Se(fl) — Tt (rate: SeC'l) N 25



Understanding the TTT diagram

d

d

Though we are labeling the transformation temperature ,Tit represents other
transformations, in addition to melting.

Clearly the T function is not monotonic in undercooling. At_Tit takes infinite time for
transformation.

v' Till T 5 the time for transformation decreases (with undercooling) [ige<s T, < T, ]
—due to small driving force for nucleation.

v' After T, (the minimum) the time for transformation increases [i.e<TT, < T;]—due
to sluggish growth. T

—————otime >

m |

AT, EPOE
The diagram is called the TTT diagram becausg -t —» . “"FEERRE e /
plots the time required for transformation if we holc!T | ~ - :

| e e e =

the sample at fixed temperature (say) br fixed
undercooling AT,). The time taken at [is t;. T

To plot these diagrams we have to isothermally hold
at various undercoolings and note the transformation Liquid
time. l.e. instantaneous quench followed by .5
isothermal hold.

Slugaich growth

Hence, these diagrams are also called Isotherm’fa,l-_—; - — —————
Transformation Diagrams. Similar curves can |be " - '
drawn fora—p (solid state) transformation. OF T, (time = sec)  f —»




Transformation Rate

This is a phase diagram where the blue region is the Liquice(aaphase field and purplish region
the transformed product (crystalline solid).

Clearly the picture of TTT diagram presented before is ingl@te — transformations may start at
particular time, but will take time to be completéce. between the Liquid phase field and solid phase
field there must be a two phaseregion L+5).

This implies that we need two ‘C’ curves one forstart of transformatioand one forcompletion A
practical problem in this regard is related to the issue of lmmdefine start and finisfis start the first
nucleus which forms? Does finish correspond to 100%7?) . Since practically it is difficult to find p%’
and ‘100%’, we use practical measures of start and finishchvisan be measured experimenta
Typically this is done using optical metallography and aafde ‘resolution of the technique is abg
1% for start and 99% for finish.

S

ly.
ut

T(K) —

| 00 % trans i O Another obvious point: as x-axis is time al
ricreasing 7o transtormaion Phd ‘transformation paths’ have to be drawn such t

Ny
hat

it is from left to right (i.e. in increasing time).

How do we define the fractions transformed?
a'-a+pf
Fraction ; volume fractionof Satt

transformed - final volumeof S

1% =start a — IB

f _ volume fractionof &)

t (sec) — TTT diagrama — 3 phase transformatio



Overall Transformation Kinetics

O The ‘C’ curve depends on various factors as listed in diagram below.

! Nucleation rate

Growth rate

f(t,T) determined bﬂ Density and distribution of nucleation sites

Overlap of diffusion fields from adjacent transformed volumes

(D
7))

I .
' Impingement of transformed volume

L Some common assumptions used in the derivation are
» constant number of nuclei
» constant nucleation rate
» constant growth rate.
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Overall Transformation Kinetics

Constant number of nuclei

L Generally constant number of nuclei will form at the beginning of the transformation.

 One assumption to simplify the derivation is to assume that the number of nocledées
remain constant and these form at the beginning of the transformation.

L This situation may be approximately valid for example if a nucleating ageoctylant) is
added to a melt (the number of inoculant particles remain constant).

O In this case the transformation rate is a function of the number of nucleates (fixed)
anc the growtl rate (U). Growtl rate is expecte to decreas with time.

O In Avrami model the growth rate is assumed to be constant (till impingement).

Nucleation Sites L~ —

@
)

i Y
U/
!

f = F(number of nucleationsites, growthrate) growthrate: withtime



Overall Transformation Kinetics

Constant growth rate

L Generally in cellular transformations constant growth rate is observed.

Cellular Transformations> Constant growth rate

A 4

All of the parent Pearlitic transformation

phase is consumed by
the product phase

a-p+yl a-8

L Termination of transformation does not occur by a gradual reduction in the gratetut
by the impingement of the adjacent cells growing with a constant velocity.

: :

A\ 4

Cellular Precipitatioﬁ

A 4

Massive Transformation

A 4

Recrystallization




Overall Transformation Kinetics

Constant nucleation rate

L Another common assumption is that the nucleation rate (l) is constant.

U In this case the transformation rate is a function of both the nucleatiern(fragéd) and the
growth rate (U).

J Growth rate decreases with time.

O If we further assume that the growth rate is constant (till impingemdémey we get the
Johnson-Mehl model.

Nucleation Sites /i\] . l/.fﬂ\
|
) s s © o . C
o O
® .
—
o . o
( (
) i () ) -
O ()

f = F (number of nucleationsites, growthrate) growthrate ! withtime
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Derivation of f(T,t) : Avrami Model

d Parent phase has a fixed number of nucleation sifggeN unit volume (and these sites &
exhausted in a very short period of time

O Growth rate (U = dr/dt) constant and isotropic (as spherical particléggatiticles impinge
on one another.

O At time t the particle that nucleated at t = O will havadiusr = Ut
[ Betweentimet=tandt =t + dt the radius increase$ byUdt
O The corresponding volume increase dVm24r

O Without impingement, the transformed volume fraction (ff)e extended transformed
volume fraction) of particle: thai nucleate betweel t=tanct=t+dt is:

f =N, 472 (dr) =N, 4z[Ut]" (Udt) = N, 47 °t %t

O This fraction (f) has to be corrected for impingement. The correctedftnaned volume
fraction (X) is lower than f by a factor (X) as contribution to transformed volume fracti
comes from untransformed regions only:

dX dXx X gx [4nN, U
f=—©C0| =25 =N 40%%t| = || —— = | N_47J°%dt 3
1-X| Tli=x " 1-X 2, X;=1-e
J Based on the assumptions note that the growth rate is not part of the equation —it is only
the number of nuclei.

e

DN
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Derivation of f(T,t): Johnson-Mehl Model

O Parent phase completely transforms to product phase (3)

O Homogenous Nucleation rate pfin untransformed volume is constant (I)

O Growth rate (U = dr/dt) constant and isotropic (as spherical particlépgatiticles impinge
on one another

[ At time t the patrticle that nucleated at t = O will have a radiasUt

U The particle which nucleated at tt=will have a radius = U(t — 1)

 Number of nuclei formed between time t=and t =1 + dt — Id7

O Without impingemen the transforme volume fractior (f) (called the extended transformed
volume fraction) of particles that nucleated between tandt=t +dtis:

_4_ :ﬂ N &
f—3nr (1d7) 37T[U(t r)| (1dr)

O This fraction (f) has to be corrected for impingement. The correctedftnaned volume
fraction (X) is lower than f by a factor (IX) as contribution to transformed volume fractipn
comes from untransformed regions only:

X dX
1-X 1- X

:%m?’(ldr) :%n[u (t-n)] (1dr)
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Derivation of f(T,t): Johnson-Mehl Model

jltj_xxz [ Srue-o] (1dr)
_[nl u3 t4j
3 0.5
X, =1-e T

Note that XB Is both a function of | and
U. | & U are assumed constant

3
[nISU J - Is a constant during isothermal transfation

For a isothermal transformatio
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Precipitation Hardening

C 000 O

O

The most important heat treating process for non ferrous alloyegeshardening, or
precipitation hardening.

In order to apply this heat treatment, the equilibrium diagram must show padiial
solubility, and the slope of the solvus line must be such that there is gssdtdility at a
higher temperature than at a lower temperature.

The purpose of precipitation hardening treatment is to improve strength of thaatsatk!
can explained by with respect to dislocations.

The presenc of dislocatior weaken the crysta — eas plasticdeformatiol
Putting hindrance to dislocation motion increases the strength of the crystal
Fine precipitates dispersed in the matrix provide such an impediment.

For example: Strength of Ab 100 MPa
Strength of Duralumin (Al + 4% Cu + other alloying elemenrts)00 Mpa

Two stages are generally required in heat treatment to produce age hardening:
v Solution treatment
v' Aging
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Precipitation Hardening

—

.| | Sloping Solvus lin
| = high T— high solubility
low T — low solubility
of Cu in Al

Al 15 30 45 60
% CuUu —

Al rich end of the Al-Cu phase diagre
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Precipitation Hardening

On Equilibrium cooling

"a0—-0+0
=Slow equilibrium cooling gives rise to
coarsed precipitates which is not good
in impeding dislocation motioh.

05%Cu

. RT

(a (FCC))

J

(6 CUAl,(Tetragonal ) )
52%Cu
\ RT y
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Precipitation Hardening

To obtain a fine distribution of precipitates the
cycleA —- B — Cis used m
A
B
Solution treating at high temperature, then e
guenchingsecond phase is in solid solution) {A\
—Cycle Aand B / &
)
. . I a+0
A | | Heat (to 550C) — solid solutiona I
vl
4 % Cu

- supersaturated solutign

B | | Quench (to RT)»
“|Increased vacancy concentration

Ageing at room temperature or slightly higher temperatiecipitation of second phase,
giving strengthening effect)>Cycle C

C| | Age(reheat to 200C) — fine precipitates .

Note: Treatments A, B, C are for the same composition




Precipitation Hardening

180°C Peak-aged

N

Dispersion of Coarsening

fine precipitates of precipitates
(closely spaced) with increased
interparticle spacing
Underagest|<_ _Overaged

Log(t) —

y

y

_ - . Region of precipitation
Region of solid _SOlUt'C’n hardeningbut little/some
strengthening solid solution
(no precipitation hardening) strengthening)

 Higher temperature = less time of aging to obtain peak hardness

 Lower temperature = increased peak hardness
— optimization between time and hardness required
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Precipitation Hardening

CRSS Increase-~

180°C

Peak‘:aged

Section of GP zone paralld to (200) plane

Particle
sheari

1

[ r2

Particlg
y-pas

V)

o1
r

Particle radius (r)—
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Precipitation Hardening

180°C

A complex set of events
are happening
parallely/sequentially
during the aging process
— These are shown
schematically in the

figure =

Log(t) —

Increasing size of precipitates with increasing interpartiokeiiprecipitate) SW

Interface goes from coherent to semi-coherent to in@mﬁ

Precipitate goes from GP zore8” — 6 — 0

270



Precipitation Hardening

Cu rich zones fully coherent with the matrix low interfacial energy
(Equilibrium® phase has a complex tetragonal crystal structure which has incol
interfaces)
Zones minimize their strain energy by choosing disc-shapzthe elastically soft <100:
directions in the FCC matrix
The driving force AG, — AG)) is less but the barrier to nucleation is much 1e56%)
2 atomic layers thick, 10nm in diamete with a spacin¢of ~10nm
The zones seem to be homogenously nucleated (excess vacancies seem to
important role in their nucleation)
Due to large surface to volume ratio the fine precipitates have a tendemmatsen—
small precipitates dissolve and large precipitates grow
Coarsening

= | in number of precipitate

= 1 In interparticle (inter-precipitate) spacing

— reduced hindrance to dislocation motiop (= Gb/L)

nerent

play an
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Precipitation Hardening

10nmthick,100nmdiameter| | ooy .|(001)
2l a

Distorted FCC T ‘

I
ot N

Unitcell composition? 4=
Al,Cu, = Al;Cu L -

Hll

O oo 100, 1100,
vl 9

(100)
All sides coherent

Become incoherent as ppt. grows

o “@// (00,009,

{100) (010) [10q9'H[1Oqu

(001) Coherent or _ -
semicoherent Unitcell composition

(100) t Al,Cu, = AlCu
(OIO)} not coherent i) 2

Unitcell composition

Incoherent A|8CU4 — A|2CU
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a-matrix

a

Body Centered .
Tetragonal

Structure and morphology of 6", 8" and 6 in Al-Cu (C Al, @ Cu).



Composition of the.\alioy \H&‘/. o

U
|

Schematic diagram showing the lowering of the Giloeés energy of the system on sequential transftioma
GP zones- 08" —> 0 — 0




F 3
T AG
. \ size
AG a,—a, + GP
L\, 2 A
%y €z,
a,— a,+6 e, %y
% ’/3;-
s, %,
Yoy, 2, \
. . . (S % .
Theactivation barrier for "%eﬁﬁéﬁ
. . oy . o + N + 8”
precipitation of equilibrium (8) "ooem%,q a+GP-> o+t
. gy
phaseislarge @,
%, 2,
%y @
eﬁ Q(pe
7° >
/Qc.e ey \
ebe,? %I

But, the free energy benefit in each step is somtipared to the ’v,;;%,b a+* 6” > a,+6

overall single step process /o,b ”éw A

. e @Q/ (

:-Q- {;, ’I \\l ........ Il \ \‘ 001}].) >

E G {\ l’, ,!\ ....... G{J_’ a‘f + ' I \l Q[}o? \

a2 a, —ao -+ GP Ll T R a,+0 —>a,+0

e N, o

2 a, +GP5a+8" ]! N Ll

= (. N L ol

I o @+ 0" a,+ 8 W~ Single step

S a,+0 ~a,+6 i (‘equilibrium’) process

Tinte —
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Precipitation Hardening

O In this diagram additionally information has
been superposed onto the phase diag(ammch
Atom % Cu— strictly do not belong there- hence this diagram
should be interpreted with care)

T ]. 2
e 77 77— ——___ | UThe diagram shows that on aging at varigus
600 T o+ Liqu:id temperatures In thex_ + 0 region of_ the _phase
oL diagram various precipitates are obtained first
500+ -“'Tf:';;__ 0 nicleation on
,ﬂf@ >0 Grdin Boundaries
,,-"'f e il : ) Ty SS -
400 f,/j_'f. _ “7--., = At higher temperatures the stal phase it
T y 9 - produced directly
# R

G 200 x-’/ 0" nucleation on 7., = Atslightly lower temperature§ is produced
o / dislocations e first
p— J 5 4'\95,
i / NIPY 7

200 - T

200 T P - %P\:rme solvus

Y GP zones “>~., = Ateven lower temperaturd® is produced
100+ | first
. =7 GHzones will dissolve if keaf{ed\
inio this zone =3 reversion =<~ = The normal artificial aging is usually done in
| |

| | I “* this temperature range to give rise to GP
3 4 5 zones first

2
Wt% Cu — 2



Phase and TTT diagrams

Phase Dingram TTT Dingram

- A

Agind sequence: "> 6N 6 .

Temperature ——»

Metastable solvus lines

Aging sequence: GR- 68”"- 6'- 6

\
L 4

log (time)
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Phase and TTT diagrams

O In previous slide, we show the Al-rich portion of the Al-Cu phase diagram (scheatiq}.
From the phase diagram, it is clear that the Al with a few percent copper isccoim high
temperature leads to the formation of a microstructure in whiclt thiease precipitates out
of the supersaturatedmatrix.

 However, if an alloy of composition Al - 4 wt. %Cu is solutionised at say, 54@@ the
resultant phase is rapidly quenched to room temperature, the solid solutiangedy
retained; if this alloy is kept at room temperature (or at any temperdieiow 180°C), 4
metastable phase known as Guinier-Preston zones (GP zones) is formed.

L Similarly, the aginc treatmer ai othel temperature car product othel precipitate sucl as
0” and 6’

r——4

corresponding time-temperature-transformation curves for these megashatse as well g
the stable phase.
L we already discussed the crystallography and interface structuaiétoese phases as well
as the reasons for their formation.
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Misfit strain effects : Coherent precipitate

L The equilibrium shape of a coherent precipitate or zone is, when the misfiebstiine
precipitate and matrix is small.

O When misfit is present is present the formation of coherent interfacessréne free enerdy
of the system on accounted of the elastic strain fields that arise.

d If the elastic strain energy is denoted Mg, the condition for equilibrium becomes

D Ay, +AG, = minimum

U If the lattice parameters of the unstrained precipitate and magigand g, , respectively
the unconstraine misfit (9) is definec by

5= % “an
a_

> u, It

Size afte

7 Schematic showing |a
coherent precipitate and
the origin of coherengy
strains

Size befare 'tr brmation

Region transforming lo a

precipitate of lower volume 278



Misfit strain effects : Coherent precipitate

L When the precipitate is incoherent with the matrix, there is an attampiatching the twc
lattices and lattice sites are not conserved across the interface.

Under these circumstances there are no coherency strains. Misfiisstian, however, sti
arise if the precipitate is the wrong size for the hole it is located.

O In this case the lattice misfd has no significance and it is better to consider the volume
misfit A as defined by VARY
P m

Vv

m

A4

bvs el

(a) (b)

The origin of misfit strain for an incoherent precipitate (no lattice matching



Misfit strain effects : Coherent precipitate

O Choose particle shape minimize the free energy of system

Ve

f (c/a) Needle
C’ﬂ:{ﬂ
0-5- O
\_/

The variation of misfit strain energy with aspect ratio of ellipsoid shape



Precipitation Hardening

Precipitation Sequence in some precipitation hardening systems

Base Metal Alloy Precipitation Sequence
Aluminium Al-Ag GPZ (spheres)» y (plates)— y (Ag,Al)
Al-Cu GPZ (discs)— 0 (discs)— 6 (plates)— 6 (CuAl,)
Al-Cu-Mg | GPZ (rods)— S (laths)— S (CuMgAl,) (laths)
Al-Zn-Mg | GPZ (spheres}y> 1 (plates)— n (MgZn,) (plates or rods)
Al-Mg-Si | GPZ (rods)— B (rods)— p (Mg, Si) (plates)
Copper Cu-Be GPZ (discsp y — v (CuBe)
Cu-Co GPZ (spheres) B (Co) (plates)
Iron Fe-C g-carbide (discs)y» Fe,C
Fe-N o (discs)— Fe N
Nickel Ni-Cr-Ti-Al |y (cubes or spheres)
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Precipitation Hardening

Details in ‘practical’ aging curves

1 . ) Ageing time,days
140 ap . Aged 130 C ; ]205_ __GP
s F g 7 w2 45% Cu Z -0 e Aged 190 °C
= :EI:] ..... a8 #(_,-f n'{ -.:I . ]':IUL una 4’_, - ._?-:b
r.:; IOO' r,"r !-."\..'". '4.. E P:[_:l“' cof - . !x" ”:.' -.:‘.'_':l.__
S [45% " "40%Cu 2 T N, i ot e e, e B
5 80;-':5... " n 60k L'G"j__,-‘“ : S e L0 %,
N E 3:0% Cu :-; - i = Yy *3:0%
= 60F  40%Cu S 3+0% Tereee2.0%
< | 2:0%Cu = 40¢ 2:0%
o, 30%Cu / = . . . -
4o , 2:0% Cu? . 0-01 01 1-0 10 100
: T
01 ] 10 100 Ageing time,days
Ageing time, days
O In low T aging (1306C)—The aging curves have more detail than the single pea
discussed schematically before.
O Inlow T aging (130C)— the full sequence of precipitation is observed (GBZ"— 0').
O At high T aging (190C)— 0" directly forms (i.e. the full precipitation sequence is
observed).
 Peak hardness increases with increasing Cu%.
U For the same Cu%, the peak hardness is lower for theClL8ging treatment as compared
the 130C aging treatment.
 Peak hardness is achieved when the microstructure consist8' of @ombination of §' +
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Particle/precipitate Coarsening

O There will be a range of particle sizes due to time of nuabeesind rate of growth
d As the curvature increases the solute concentratigy) i{Xthe matrix adjacent tp
the particle increases
 Concentration gradients are setup in the matrigolute diffuses from near the
small particles towards the large particles
= small particles shrink and large particles grow
J = with increasing time * Total number of particlescdease
* Mean radius r,,) increases with tin

avg

Gibbs-Thomson effect

X, < Diffusion X, ®
| }/’2

-

Less curvature More curvatire

d solute concentration T solute concentration
283



Particle/precipitate Coarsening

<__Dillusion

P x, x®
7 G’ (r,) B
G" (r,) p
X,
3 3 u =
lg ~To =Kt [0 Teed S
g = D — Diffusivity

kODyX, "%7Xel=)

D isa exponential function of temperature
= coarsening increases rapidly with T -




Particle/precipitate Coarsening

dr = small ppts coarsen more
Volume diffusion rate |—2 [J T PP
dt r2 rapidly
. avi
Rate controlling :
factor Linearr;, versus relation may break down due téudifon short-circuit

orif the processisinterface controlled

\V

i Interface diffusion rate

Diffusion coefficient (D)

Rate of coarsenin Interfacial energy

Equilibrium solubility of very large particles (X

» Precipitation hardening systems employed for high-temperature apphisathust avoid

coarsening by having low;, X_or D

20C
O




Rate of coarsening

d In superalloys, Strength obtained by fine dispersion yoflfordered FCC Ni(TiAl)]
precipitate in FCQNI rich matrix

O Matrix (Ni SS)/y matrix is fully coherent [low interfacial energy= 30 mJ/nd]
O Misfit = f(composition)— varies between 0% and 0.2%

L Creep rupture life increases when the misfit is 0% rather than 0.2%

ThO, dispersion in W (or NifFine oxide dispersion in a metal matrix)
] Oxides are insoluble in metals

d Stability of these microstructures at high temperatures due tedme of X,
d The term X, has a low value

ThO, dispersion in W (or NifFine oxide dispersion in a metal matrix)
[ Cementite dispersions in tempered steel coarsen due to high DrsfitialeC

O If a substitutional alloying element is added which segregates tathiele— rate of coarsening
| due to low D for the substitutional element 286




Spinodal decomposition/Spinodal clustering

O

C OO0

Phase diagrams showing miscibility gap correspond to solid solutions which &
clustering tendency.

Within the miscibility gap the decomposition can take place by either
» Nucleation and Growth (First order) or by
» Spinodal Mechanism (First order)

If the second phase isot coherent with the parent then the region of the spinodal is c;
the chemical spinodal

If the second phase is coherent with the parent phase then the spinodal mecha
operativeonly inside the coherer spinoda domair

As coherent second phases cost additional strain energy to produce (as congpat
iIncoherent second phase — only interfacial energy involved}his requiresadditional
undercoolindgor it to occur

Spinodal decomposition is not limited to systems containing a miscibility gap
Other examples are in binary solid solutions and glasses

All systems in which GP zones form (e.g.) contain a metastable cohmaisability gap—
THE GP ZONE SOLVUS

Thus at high supersaturations it is GP zones can form by spinodal mechanism.

Xhibi

alled

nism is

edt
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Spinodal mechanism

O In phase separating systems, at low temperatures, the Gibbs free enpsysts of regions
of concave curvature (as shown Fig. 1) and in such regions the binary alloy tegpiaita a
mechanical mixture of A and B-rich regions instead of remaining a soligtisol This is
because such a phase separation into mechanical mixture reduces the fggeotribe
system.

U Further, in such systems with concavity of free energy, for certainpositions, the
mechanism of phase separation changes from the classical nucleation an@ ¢wow
spinodal decomposition. The change over in the mechanism is related to the curval@g of t
free energy curve as shown in Fig. 2.

Fig. 1 Fig. 2
The free energy of a system with concave curvature. In  Positive curvature (nucleation) and negative curvature

the concave curvature region, the system becomes a (spinodal) regions of the free energy versus composition

mechanical mixture of Arich and B rich phases with the ~ diagram; phase separation mechanism changes from
given compositions marked in this figure. nucleation to spinodal at the point of zero curvature.



Spinodal mechanism

O In this figure we show the phase TJL o g;i?:g;l ‘
separation region along with the ez Dncoherent
points at every temperature at which T N Second Phase
the curvature of the free energy versus "
composition plot changes its sign; the T .- G+ 0
locus of these points is as shown dnd 1
is known as chemical spinodal. | L

O In the case of spinodal phage /
separation, any small composition | X X X— X;
fluctuatior grows leadin¢ to A-rich '
regions becoming richer in A and B- TGB i,-:'j'_? Spinodal
rich regions becoming richer in Ty | MG | -compasition
This is because such a process lea SC{ 2)-_*”' all AC % Points of  je
a decrease in free energy. / |tectons

O Thus, the process of spinodal A L A
decomposition is in contrast to the .
classical diffusion equation scenafio @ ——G>0 .  G<0 . G">0
which predicts that regions wit A & X - 4 B
pOSitive curvature for Compositi n AG > 0 for small AC Spinodal decomposition at
profile grow in time while those wit AG < 0forlarge AC X, involves uphiil diffusion
negative curvature decay leading |to Nucleation Sps‘nodq!
homogenisation. mechanism 289
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Spinodal mechanism

 Consider a system with an interdiffusion coefficient D and undergoing spinodal
decomposition. Within the spinodal region, the composition fluctuations grow as shgwn in
Fig. (previous slide); the fluctuations grow with a characteristic time @ost

T =— /]2 /4 772 D where A isthe yvavel enth of t_he compositio_n modulation
(assuming one-dimensional modulations).

O Thus, for smallei, the rate of transformation becomes high; however, there is a mininum
below which spinodal decomposition cannot occur; this is because, during spjnodal
decomposition, as A- and B-rich regions are forming, there are also intefff@t@een these
region: where AB bond: are formec which are energeticall costliel; thest region: give rise
to an increase in free energy; the “incipient' interfacial enesgpa@ated with the formation
of these regions with large AB bonds are the ones which set the lower wavelanigti he
lower limit on the wavelength can be obtained using the following argument.

U Consider a homogeneous alloy of compositig decomposing into two parts: one with
composition Xg +AX and another with composition . It can be shown that the to&] fre
energy change associated with this decomposition is

_1d°G
chem 2 dX

AG

(A%)*
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Spinodal mechanism

As noted earlier, the AB bonds in the incipient interface regions also cordribuhe free
energy; this free energy contribution, thus, is associated with the gitadrecomposition
Consider a sinusoidal composition modulation of wavelerigthtnd amplitudeAx ; the
maximum composition gradient is thag/A and the gradient energy contribution is

AG =K

grad dependent on the difference between AB and AA and BB

( AXJZ where  AGg,y iS a proportionality constant which is
bond energies.

The total change in free energy associated with a composition fluctuatiwavelengthi is
thus giver by the additior of the chemica anc gradien terms

d°G . ZKJ (AX)?

chem

AG=AG, . +AG_ _, =
From the above expression, it is clear that for spinodal decomposition
d°G _ 2«
T2 7z
dx; A

Or
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Spinodal Ordering

Ordering leads to the formation of a superlattice

Ordering can take place i8econd Order or First Order (in continuous mode
below T.) modes

Any change in the lattice dimensions due to ordering intoedua third orde
rm in the Landau equation T
€ d AG = A2 £B)°+Cr"...

W

Continuous ordering as a first order transformation rexgua finite supercoolin
below theCoherent Phase BoundantheCoherent Instability (i) boundary

These(continuous ordering)st order transitions are possible in cases where
symmetry elements of the ordered structure form a subsethef paren:

Not zero

g

the

disordered structure
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Spinodal Ordering

Nuc%n Spinodal Incoherent
& Growth  Mechanism Nucleation

Conlinuous process

but FIRST ORDER
A-Disordered solid solution
B—Nucleation of incoherent ordered phase

C—Nucleation of coherent ordered phase
D—Ordered phase by Spinodal mechanism

.-Ordered solid




Summary

Nucleation & Growth Spinodal

The composition of the second phaseA continuous change of composition occlirs
remains unaltered with time until the equilibrium values are attained

The interfaces between the nucleatingThe interface is initially very diffuse but
phase and the matrix is sharp eventually sharpens

There is a marked tendency for rand
distribution of both sizes and positions
of the equilibrium phases

A regularity- though not simpl- exists bott
in sizes and distribution of phases

Particles of separated phases tend to -I:IJ_Qe separated phases are generally nony

spherical with low connectivity icp)zﬁggfil\l/s;d posses a high degree of
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Eutectoid Transformation in Fe-Fe,C phase diagram

Peritectic | | 4~
L+o->y =
£ 11470 T
Y (Austenite) : 114/7°C i
0100 2.5_1 Hypo Eutectic Hyper Eutectic %
[Y(Austenite) + Fe;,C(Cementite)] = Ledeburite 8_
! 173 723°C =
) fo) i = E . =
' legi &g
0.025%C =3 ;2 :
ATEE T o
Eutectoid |, [a (Ferrite) +iFe,C (Cementite)] = Pearlite
y—>a+FeC Steels I Cast rons
0.008 0.8 % Carbon— 6.7
Fe Fe.C

Iron — Cementite Phase Diagram



|mportant points to be

noted: 723 Eutectoid temperature
v The x-axis is log L : R
scale. ‘Nose’ of the Austenite R

‘C’ curve IS In ~sec
and just below T¢ =
transformation times

may be ~day.

v The starting phase
(left of the C curve

Pearlite + Bainite

has tor e
~
~
v To the right of | TR
finish C curve is 1+ g

FesC) phase field.
This phase field has |
more labels included.

M

S
|\/lf

| e

0.1 1 10 1 16 100 10
t(S)—> 500




Eutectoid Transformation : Nucleation of Pearlite

—

O Pearlite typically forms on the grain boundaries of the austenite phadselyutleation o
either the ferrite or cementite; the exact phase that nucleates is deoadlkedby the
composition and the structure of the grain boundary.

O The nucleation is such that the barrier for nucleation is the lowest; in athets, the nuclej
has a orientation relationship with one of the grains such that the interfaeeakhergy is
minimized.

L Suppose the first phase to nucleate is cementite; this leads to a depletioa cdrtion
surrounding this region leading to ferrite nucleation. Ferrite nucleatiorsssalch that thg
interfacia free energ\ is minimizec; thus it alsc has ar orientatior relationshij with the
cementite. This process is repeated with the entire grain boundarydosdtealternating
cementite and ferrite nuclei.

~

1%

YooY YooV 7002 Yi | 7>
CL
Semi-coherent low | Incoherent mobile y -
energy interface interface 20 LIRS

— q ] —> , 'l \\
L ¥ \ 4
~ v \ N /

Fe.C Fe.C )

Branching mechanism

. . . . . . . 297
Nucleation of the eutectoid phases in a system with eutectoid composition



Eutectoid Transformation : Nucleation of Pearlite

O If the composition of the steel is not the eutectoid composition, then, it is lestiat
proeutectoid ferrite or cementite is nucleated at the grain boundary. Thepithse, be i

cementite or ferrite, then forms on the incoherent boundary of this proeutgaiase. This

L g ol

\>4

process is shown schematically in Fig.

Orientation Relation:

Kurdyumov-Sachs
Semi-coherent low | Incoherent mobile

energy inlerlace interface =
0Ny B Y
Yy (100, | (111),
Proeutectoid cement/"‘:‘ ‘ —> F) —> L/
(010,110,
Y, Y, YooY YooY (OO]) c (]_1.2) y

Nucleation of the eutectoid phases in a system with pro-eutectoid composition

L The development of Pearlitic microstructure requires cooperative growth atd-and
Cementite

O If this cooperation is not established then the resulting microstructure Hanogllar—
Degenerate Pearlite 508




Eutectoid Transformation : Nucleation of Pearlite

Eutectoid Transformations

Nucleation at GB Pearlitein Fe-Calloys |V — a +FeC

A 4

Low undercooling (below A
Small number of nuclel formwhich grow without interference

A 4

Large undercooling (below A

! ) it . ] " A partially transformed eutectoid sieel. Pearlite has nucleated on grain|

A pearlite colony advancing nto an austenite grain. (After L’.S. Dark”m' Boundaries and inelusions (¢ 100). (After J.W, Cahn and W.C, Hagel in Dec‘omimf-299
and R.M. Fisher in Decomposition of Austenite by Diffusional IPI'(]CE.SJE':!. V .F_. Zackay tion of Austenite by Diffusional Processes, V.F, Zackay and TLL Aaronson (Fds.)
and H.I. Aaronson (Eds.). by permission of The Metallurgical Socicty of AIME. 1962, by permission of The Metallurgical Society of ATME )

=



&) Eutectoid Transformation : Bainite transformation

O At relatively larger supersaturations (austenite cooled below the nose opedhdite
transformaton), there is another eutectoid product that develops known as;d@amite is
also a mixture of ferrite and cementite; however, it is microstrudiucplite distinct. In the
next two subsections, we discuss these microstructural features.

Upper bainite

3 At the higher end of the temperatures (350-550°C),
microstructure consists of needles of laths of feryi
nucleate at the grair boundar anc growr into one of the
grains with cemetite precipitates between the ferrites; s¢
Fig.

L The ferrite formed is Widmanstatten; it has a Kurdjum
Sachs orientation relationship with the austenite grain |i
which it is growing; it is in this respect, namely ti

Cementite

orientation relationship between the ferrite/cementite N\~
the austeinite grain in which they grow, that the baini "
differs from peatrlite.

300



carbides; since the diffusion of carbon is very low at th
temperatures (especially in the austenite phase as com
to ferrite), the carbides precipitate in ferrite (and, with
orientation relationship). These carbides that precip
could be the equilibrium cementite or metastable carb
(sucl as e carbide for example. A schemati of lowet
bainite plate that is formed is shown in Fig.

At low enough temperatures, the bainitic microstructfure
changes to that of plates of ferrite and very finely dispersed

y—a+ FgC”

ese
pare
an
tate
ides

this results in a different growth pattern.
[ Acicular, accompanied by surface distortions

] Bainite plates have irrational habit planes

Austenite than does the Ferrite in Pearlite

[ Peatrlite is nucleated by a carbide crystal, bainite is nucleated bsrite ferystal, anc

O ** Lower temperature— carbide could be carbide (hexagonal structure, 8.4% C)

O Ferrite in Bainite plates possess different orientation relationsigtive to the parer
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Precipitation of Ferrite from Austenite

A4

Atln this topic we will be concerned with phase transformations in wilnhfirst phase tc
appear is that given by the equilibrium phase diagram.

Here we will consider to the diffusional transformation of Fe-C austenitefentite.
However, many of the principles are quite general and have analogues in ptems
where the equilibrium phases are not preceded by the precipitation of transiti@sphas

Under these conditions the most important nucleation sites are grain bowwndadethe
surface of inclusions.

It can be seen in figure (next slide) that ferrite can also precipitatiein the austenite
grain¢ (intragranula ferrite). Suitable heterogeneol nucleatiol sites are though to be
inclusions and dislocations. These precipitates are generally equiax@d ahtlercoolings
and more platelike at higher undercoolings.

In general the nucleation rate within grains will be less than on grain borsdaiherefore|
whether or not intergranular precipitates are observed depends on the geaiaf $lze
specimen.

In fine grained austenite for example, the ferrite that forms on grain bowsaril rapidly
raise the carbon concentration with in the middle of the grains, thereby ingdtice
undercooling and making nucleation even more difficult.

In a large grained specimen, however, it takes a longer time for the carjecteckfrom the

ferrite to reach the centers of the grains and meanwhile there will efomnucleation tc
occur on the less favorable intragranular sites. 302
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%+ |Ferrite nucleates on Austenite grain boundaries and
* |grows with a blocky appearance
# /,» — Grain Boundary Allotriomor phs

SmallAT

Curved interfaces — incoherent
Faceted interfaces — semicoherent

. |Larger undercooling — Ferrite grows as plates from GB
1 [— Widmannstatten side-plates
- LargeAT

Irrational habit planes

Ferrite can also nucleate within thgrains heterogeneously at
Inclusions and dislocations equiaxed at low undercoolings
and plate-like at higher undercoolings.
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W dmannstatten side-plates — become finer with larger
undercooling

Very Large undercooling — Ferrite grows as needles GB
— Widmannstatten needles
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Cellular Precipitation (Discontinuous Precipitation)

O Grain boundary precipitation may also occur by cellular precipitat{apart from
Allotriomorphs, Widmannstatten side plates & needles)

O Main Feature— boundary moves with the tip of the precipitates
L The mechanism by which GB ppt. develops into cellular precipitation is sygtemfe
a

Calleddiscontinuous precipitation as the composition of the matrix changes discontinuously
as the cell front passes

O (Continuous precipitationnot cellular- occurs throughout the matrix and the matrix
composition changes continuously with time

a'(higher solute concentration) a  (lower solute congiain)+ £

|a
[
¢ > ) > mm >
-
]

Nl
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Cellular Precipitation (Discontinuous Precipitation)

O In the previous section, we discussed the effect of grain boundaries on thetiounclafg
precipitates with specific reference to ferrit@) ©n austenitey). We saw that there exist
two morphologies, namely, grain boundary allotriomorphs and Widmanstatten sids. plat

O In some cases, the precipitates that are nucleated at the grain boumdanythey grow
also carry the grain boundary along with them. This process is shown stibalhgan Fig.
Such a process leads to a cellular microstructure as shown. This kind of pi®&assvn as
cellular precipitation.

Partitioning of the solute ahead of
~  the moving front by GB diffusion

a'(higher solute concentration) @ (lower solute conciuin)+ S|




Cellular Precipitation (Discontinuous Precipitation)

O Cellular precipitation is also known discontinuous precipitation becausdeofstdden
change in composition of matrix across the moving grain boundary as shown below; jon the
other hand, noncellular precipitation is known as continuous because the compositien of th
matrix phase decreases continuously at any point. In general, continucystpt®mn leads
to much better mechanical properties (due to the more uniform distributioreoipitates,
which nucleate throughout the matrix (on dislocations for example) and hencdy [muc
smaller size distribution) as opposed to discontinuous precipitation.

O Cellular precipitation leads to microstructures that are very simila eutectoid
transformation. In fact, the only difference betweel cellulai precipitatior anc eutectoit
transformation is that while in eutectoid transformation both the phasesfdia are
different from the original phase, in cellular precipitation one of the phasemins the
same as the original phase (albeit with a different compaosition):

a -a+pf

O o’ is the supersaturated matrix, and is the matrix phase with a commpositoser to
equilibrium as compared @’ and 3 is the precipitate phase.
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Cellular Precipitation (Discontinuous Precipitation)

d Consider the phase diagram of the Al-Mg system, Bhghase is the Mg Al ,, phase and
the phase is the solid solution of Mg and Al. Consider an alloy of 9 at % Al, wisgh |
solution treated (at, say 490) and aged for an hour at 2Z0.

L The cellular precipitation that takes place during the aging treatmeatls to
microstructures as shown schematically in Fig. (next slide).

L The composition profiles across the boundary as well as parallel to the boundaas|a
shown in Fig. (next slide).

O The discontinuous nature of the composition in the phase across the moving boundary
indicate: that the mechanisr of diffusion which lead: to the formatior of cellulal structure
Is the diffusion of solutes through the moving grain boundary (since, if the diffiusiok
place through the matrix on either side of the boundary, it would have led to campqsi
gradients).

O The composition of thex in the profile parallel to the moving boundary indicates that
composition is still not equilibrated after the precipitatiorpof

O When the mechanism of phase transformation changes from nucleation and gragwth to
spinodal decomposition, it is possible for discontinuous spinodal to take place; in such
cases, phase separation starts near the grain boundary and the boundary rtiovles|w
phase separation (reaction) front.

309



Cellular Precipitation (Discontinuous Precipitation)

Original position of GB

r B |
Al o ! o
% A1 |
‘b Distance
gh
i @ |
| |
At i |
% A1 m
i i
. i Distance
Cellular precipitation of Mgj;Al;; in an Mg-9 at% Al alloy solution | |

treated and aged 1 h at 220 °C followed by 2 min at 310 °C. Some general Mg;;Al,;
precipitation has also occurred on dislocations within the grains.

The cellular precipitation that takes place The composition profiles across the
during the aging treatment leads to boundary as well as parallel to the
microstructures boundary
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Massive Transformation

L The type of transformation that occurs in cooling (e.g. Cu-38 at%l&@y) dlepends on
the cooling rate
+ Slow cooling— transformation at small undercoolingsequiaxed
¢ Faster cooling— transformation at lower & Widmannstatten a needles
+ Even faster cooling (brine quench) no time for diffusion= Transformation of S
— a without change in composition (MASSIVE TRANSFORMATION

O aricher in Cu= growth ofa requires long-range diffusion of Zn away from advancing
o/ interface

0 MASSIVE Tr.
* Nucleation at GB and rapid growth irfffo
¢ [rregular appearance
+ No change in compositioe> Only short range jumps (thermally activated) across the
interface (/) (no long range diffusion required)— fast growth rate
(thermally activated migration of incoherent interfaces — diffusionless civilian)

O

Separate transformation curve (in TTT & CCT diagrams)

O

~ to GB migration during recrystallizatier but driving force v.high
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Massive Transformation

3 An example of massive transformatipir 1100 ! ' ' ' '

iIs shown in Fig.: in Cu-Zn system, 1000 Cu-Zn System
when an alloy of 38 at.% Zn is coolec |
from 85CC to say 400C at fast 900
enough cooling rates, the structur

changes from that i to a albeit with 800

the same composition. t

O Since the composition is the same$ 700
there is no neec for long range| £ goo
diffusion and hence the transformatio*§
IS very fast. X 500

O Such changes in structure withcu§ 400-
changes in composition can b :
achieved in two ways: massive whi¢cl  3ggie—-—--—--------- 7 ——;ij---——}/
is through thermally activated jumps = -
of atoms from regions of one phase|t o WM,
another and martensitic which i . | | . .
through diffusionless (military) 100530 20 30 40 50

Cu Atomic percent Zinc —
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Massive Transformation

Temperature, °C  —

1100
1000
900
800
700
6007
500

400

y
10 20 30 40 50

Atomic percent Zinc —

7 i '.2'.".1‘

Massive « formed at the grain boundaries of B in Cu-38.7 wt% Zn

juenched from 850 °C in brine at 0 °C. Some high temperature precipitation has also

wccurred on the boundaries. (From D. Hull and K. Garweood, The Mechanism of
®hase Transformations in Metals, Institute of Metals, London, 1956.)
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Massive Transformation

O Typically, systems which undergo massive transformation also undergadenmagic
transformation at higher cooling rates; this is indicated in the scher@&it diagram in
Fig. The mechanism of formation of massive transformation can be understdbd wi
reference to this CCT diagram.

At slow cooling rates and at
smaller undercoolings,
precipitation and growth of
o leads to equiaxedr. At
highel coolingc rate: anc
larger undercoolings
Widmanstatter formation
takes place.

O In both these cases, sinte
the growth of a requires
long range diffusion (sep

. _ Cu-Zn phase diagram for

v Magtensitic Widmannstitten Equiaxed example, where it is the

v v Massive long range diffusion of Zi

Martensite that is needed), it require

long time to form. 34

Temperature (°C) —

—

S

If M, below RT — metastable g ' fime —




Massive Transformation

L However, relatively faster cooling rates would nucleatedlphase at the grain boundaries;
since the growth of this only requires that atoms jump across the interface, and since
the driving forces for the formation of are very large (see in Fig.)

G ~700°C

Y
Q
o
T

200~ 7,
800
700
600 &
500 o9

400

300 (=) i

1 L 1 1 1
0 10 20 30 40 50
Atomic percent Zing15

Free energy composition curves (schematicipifandf3 in the Cu-Zn system



Massive Transformation

900
Oriented nucleation and growth

800 Massive
1 T T Martensitic
il||||

3 " N\ome- V.High cooling rate will
e ] _
L T produce Martensite
0 10 20 30 40 50
Cooling rate, 10°K/s

The effect of cooling rate on the transformation temperature of pure iron.
(Aft(,r M.J. Bibby and J.G. Parr, Journal of the Iron and Steel Insm
100.)

~J
o
=

Temperature, °C

Massive Tr. can also occur in Fe-C syste

Massive o in an Fe—0.002 wt% C quenched into iced brine fro% 00 °C.

Note the irregular o/« boundaries. (After T.B. Massalski in Metals Han

k, 8th
edn., Vol. 8, American Society for Metals, 1973, p. 186.)



Ordering Transformations

O In the thermodynamics & kinetics topic, we considered a system Qith 0. In such
systems, at lower temperatures, the free energy develosps a concavereuleading to 4
phase separation into mechanical mixture.

 Now, consider a system with , that is, the AB bonds are preferred over AAi8ls.\What
happens to such systems at low temperatures?

O In systems witlQ2 > O, that is, systems in which AB bonds are preferred over AA/BB bonds
are prefered, at lower temperatures, the system becomes orderseadrddiing is over and
above the crystallographic ordering. In the crystalline lattice, spelgftice positions are
occupie( by specific atoms thus leadin¢ to more of the preferrecunlike bond:.

L Consider for example a bcc lattice occupied by A and B atoms. If it is disedjdnen, the
probability of the cube corners and cube centers are occupied by the A or B atéft |s
(that is, the same as the alloy composition in at%). However, whenykism orders, the
cube corners preferentially occupy one of the positions, say, cube corndestiaiother
preferentially occupies the cube centers.

O That is, the bcc lattice now can be considered to be consisting of two inetrpgng cubig
lattices. Such a structure is known ag Blotice that in the (ideal) Bstructure, there arg
only AB bonds and no AA/BB bonds. NiAl is a system in which, for example, sugl
ordered structure is known. There are also fcc based ordered structures ssudj |a
(example: Ni3Al) and Lj (example: CuAu).

(o
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=
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Ordering Transformations

= A—B bonds stronger = A-A and B-B bonds stronger
than A~A and B-B bonds than A-B bonds

= Solid stabilized— Ordered solid = Liquid stabilized— Phase
formation separatiomnn the solid state

E.g. Au-Ni

l/\l
" mm o ® | A -

Ordered solid a, & a, are different onIy In lattice parameter

318
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Ordered Phases

0. .00 0 ¢-J.ﬂk»+.¢¢»J'L
9 0 0 O OO0 O O » 5
+.r+ﬁ‘-ﬁ'bﬁ.r <if-+*tﬁirﬂbdiﬁ.

P T S g S 3 Pt ¢ bt 9

* . *
e 9 90 9 1». +.+.+ ot
*

ok o et
0.9 0. 0

-
e 0 00 °
Short Rang«Orderc

¢ 200k
=
© 100}

O 01 02 0304 05 06 07 08 09 10

Cu Kk Au
Part of the Cu-Au phase diagram showing the regidmere
the CyAu and CuAu superlatices are stable.
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Ordered Phases

OFe ®Cd OMg

The five common ordered lattices, examples of which are: (a) L2,: CuZn,
FeCo, NiAl, FeAl, AgMg; (b) L1,:CusAu, AusCu, NizMn, NiyFe, NijAl, Pt;Fe;
(c) L1y:CuAu, CoPt, FePt; (d) D0;:Fe;Al, FesSi, Fe;Be. CusAl: (e) D0;y: Mg;Cd,
Cd;Mg. Ti;Al NisSn. (After R.E. Smallman, Modern Physical Metallurgy, 3rd
edition, Butterworths, London. 1970.)
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Long range and short range order parameters

L There are two different order parameters that one can define. Thasfitisé short rangs
order parameter (S) defined as ;

1%

P —P s (random)
P,z (Max)— P,; (random)

d Here, Rz(max)and Rs(random) refer to the maximum number of bonds that can exist and
the number of bonds in a random solution. As one can see, the short range order pgrameter
Is closely related to the , regular solution parameter; this type of ioigles possible in
alloys of all compositions.

O In cast the alloy compositiol is in simple ratios of the constituer atoms then one car
define the so called long range order parameter L in terms of the alloy comopoas x

lven as:;
g B D—X

1-Xx

L Where p is the probability of occupancy of the given site by the right kind of atom.

At absolute zero, the system will choose a state with L = 1; however, apetature
iIncreases, the effects of configurational entropy come into play; so the valudemfrease;s
from unity and eventually reaches zero. The temperature at which this cludrigeng
Range Order (LRO) from unity to zero takes place is known as the criticgdeeature (I)
for the order-disorder transformation. 21
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Long range and short range order parameters

O In Fig. we show the variation df andSwith temperature in two systems, namely, one that
undergoes an order-disorder transformation froptd® disordered bcc and another that
undergoes an order-disorder transformation fromtbldisordered fcc.

O Itis clear from the figures, the changes are of two different types; ingoeamic case of
B, to bcc (CuZn type), the variation is continuous; however, in the case gftaIcc
(Cu;Au type), the variation is abrupt. These differences in the behaviour is @goasce of
the differences in atomic configurations in the two ordered lattices.

1 ~__Long Range 1 Long Range
\(A Order Order
~ First Order
_‘ Short Range
Short Range
Cudu Tipe o E)rdcr CuZn Type
T—>» [, T T C

Order parameter variation with temperature: continuous (B, type) and abrupt (L.1,).




Ordering Transformations : Microstructural features

L The order-disorder transformation can take place both through the nucleatiayramiih
mechanism and spinodal mechanisms. In spinodal mechanism there is continueasdncr
in, homogeneously all through the crystal leading to the transformation. Inutieation

and growth mechanism, small regions form overcoming an energy barrier esslréggons
grow.

O In ordered alloys, the two phases have near-identical lattice pagesyeid the interfacia
energies between the ordered and disordered phases is very low. Hentarribe for
nucleation is very small. Hence, order-disorder transformation, whers tallasee througt
the nucleatiol anc growtr mechanisn take: place througl homogeneot nucleatiol.

—

Occurring homogenoudly throughout the crystal

Continuous increase in SRO

Mechanism

Nucleation and Growth

Due to an energy barrier to the formation of ordered domains
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Ordering Transformations : Microstructural features

L The surface defects that come about in ordered alloys is known as anti-phasgéabes
(APB). These come into existence due to accidents of nucleation and growtixafople,
In bcc-B, transformation, since the two sites iy &e completely equivalent, at some nugclei
the cube corner is occupied by A while in some nuclei the cube corner is occupied by B.

 Hence, as these nuclei grow and the ordered regions impinge, there is predomiani A
BB bonds (unpreferred bonds). Such defects are known as APBs and in Fig. 11 we show,
schematically, the formation of APBs. In Fig. we shown a schematiacedd®icrostructure
in B, and L1, alloys. As is clear from the figures, the nature of APBs and hence the

microstructure are differentin thes«two case.
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Martensitic transformations

L The name martensite is after the German scientist Martens. It wed asginally to
describe the hard microconstituent found in quenched steels. Martensiénsenf the
greatest technological importance in steels where it can confer an oursfaroainbination
of strength (> 3500 MPa) and toughness (> 200 MP&@)n

O Martensitic transformation is the name for any transformation th&eg place in a
diffusionless and military manner - that is, these transformatidies péace through atomic
movements which are less than one atomic spacing; and in these transfornaatorss
change their positions in a coordinated manner (unlike thermally activatedidiféisor,
sc-called civilian processe.

U In shape memory alloys such as Ni-Ti (nitinol), it is the martensitms$formation that i
responsible for the shape memory effect.

U In this topic, we describe some characteristic features of the mdrtetnansformations
(with specific reference to steels in which, this transformatioresonsible for hardening
by quenching).

L Since martensitic transformations are diffusionless, necesstdrd@ycomposition does not
change during the transformation. It is only the crystal structure thatgesa For example,
iIn Fe-C alloys, the austenite (fcc) transforms into martensite (bct);

O in Ni-Ti, an ordered bcc (called austenite) transforms to another atdes€l type structurs
(called martensite). Note that since martensitic transformatsordiffusionless, if the
austenitic phase is ordered, the martensitic phase is also ordered. 326
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Characteristics of martensitic transformation

Occur at high supersaturations, without change in composition
No long range diffusior~ Movement of atoms a fraction of the inter-atomic distance
Nearest neighbour configuration remains unchanged

Cooperative movement of a large group of atemgransformation proceeds at the spe

of sound in the material

Thermal activation doesiot play a role in thegrowth of the martensitic phas
Thermal activation may play a role in tineicleationof martensite

Usually martensit crystal: nucleat: anc grow acros the whole grair (in some case this
growth is a function of temperature)

In some cases the transformation occurs over a period of some time (due raltiie

assisted nucleation)
Martensitic crystals have a specific orientation relationship (OR) thie parent phase

Planes of the parent lattice on which Martensitic crystals frenkabit planeqirrational
Indices)

Interface between Martensite and parent pras€oherent or Semi-coherent

At a given temperature (between ,Mnd M) the fraction transformed with plastic
deformation (in some cases elastic stress also has a similaf) effec

With prior plastic deformation the transformation temperature cancpeased to Iyl

L4

e

r



(a, b) Growth of martensite with
increasing cooling below M
(c-e) Different martensite
morphologies in iron alloys
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Characteristics of martensitic transformation

O Shape of the Martensite formesd Lathe and Plate morphologies
 Associated with shape change (shear)
a

But: Invariant plane strai(observed experimentally) — Interface plane between Martensite and
Parent remains undistorted and unrotated

 This condition requires

1) Bain distortion— Expansion or contraction of the lattice along certain
crystallographic directions leading to homogenous pure dilation

2) Secondary Shear Distortiep Slip or twinning
3) Rigid Body rotatiol

Martcnsite

Invariant planc H ! .
b . ! v habit planc

n austenite

Surfuce Deformations

[llustration of the coherence of the martensitic plate S —
with the surrounding austenite
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Characteristics of martensitic transformation

O Martensitic transformation can be understood by first considering amatee unit cell
for the Austenite phase as shown in the figure below.

O If there is no carbon in the Austenite (as in the schematic below), theMartensitic
transformation can be understood as#0% contraction along the c-axis and-d 2%
expansion of the a-axis>» accompanied by no volume change and the resultant structure
has a BCC lattice (the usual BCC-Fe)c/a ratio of 1.0

y (FCC) | Qe a'(BCT)

0.8%C 0.8%C
_ _ In Pure Fe afte
FCC Austenite alternate choice of Cqll the Martensitic transformatioh
: \ i c=a
A Body Centred retragonal Cell :
o i . @ ///__y__\‘\\\
» @ 7 \\
//’ o<(/’_/¥3>-o N
o| FCC— BC> | - |
a e - e ° ' /I'

d

~20% contraction of-axis
488 ~12% expansion ad-axis




frrational Habit Plane,
-, &

(Should remamn
undistoried
and unrotated)

Difavion due tor phase
transformation

(Rotated due to
the transformation)

But shear will distort the lattice!
Twinning

Slip
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i
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i Shear
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Characteristics of martensitic transformation

How does the motion of dislocations lead to a mswwpic shape change?
(From microscopic sip to macroscopic deformation = afirst feel!)

. : Step formed
Dislocation : . .
4 when dislocation
formed by = ;
L - '| leaves the cryst
pushing in G |
a plane aa 5

| | | | 332




Characteristics of martensitic transformation
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Characteristics of martensitic transformation

V 14
I | yd g
I| II /I’/I/ /I’/I/
| | A A
I | ’ yd i
I | yd i
I | yd g
I | X g
| | 4 g
)4 e

Net shape chang%
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J
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= 5
= S -
D =

= =

20 -

M; \

0 % Martensite — 100

Hardness of Martensite as a
function of Carbon content

U.IZ 0.4 0I6
% Carbon —

Properties of 0.8% C steel

Constituent Hardness (R | Tensile strength (MN / &)
Coarse pearlite 16 710
Fine pearlite 30 990
Bainite 45 1470
Martensite 65 -
Martensite tempered at 250 55 1990 335




Characteristics of martensitic transformation

a a o
I © N

w
(6]
')

Lattice parameterA®°
w
o

2.98

2.94

2.90

2.86

2.82

095 190 285 3.80 4.75 5.70 6.65

a— parameter of fcc austenite

c — parameter of bct martensite

a— parameter of bct martensite
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0.8 0.12 0.16
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Influence of carbon on the
martensite range

Effect carbon on lattice parameters of
austenite and martensite 3¢



Driving force for martensitic transformation

O Diffusionless transformations require larger driving forces than for diffusipna
transformations

O Why? In order for a transformation to occur without long range diffusion, it must take
placewithout a change in composition

d This leads to the so-calleg, concept, which is the temperature at which the new phase¢ can
appear with a net decrease in free enesigyhe same composition as the parent (matrix)
phase.

d As the following diagram demonstrates, the temperatugg,al’ which segregation-less
transformatio become possible (i.e. a decreas in free energ) would occur) is alway: les:
than the solvus (liquidus) temperature.

 The driving force for a martensitic transformation can be estimatedactly the same way
as for other transformations such as solidification.

 Provided that an enthalpy (latent heat of transformation) is known for the aramsfion,
the driving force can be estimated as proportional to the latent heat and theawidey
belowT,.

T, — Mg
TO

AG"® =AH"°
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Driving force for martensitic transformation

a product ‘
G Common tangent
1,>T,
I
| Diffusionless transformatiommpossible at T,,
i Diffusionless transformatiopossible at T,
T >
“T,” isdefined by no differencein free X

ener gy between the phases, AG=0.



Log time

-
Fe 'Co \ o
equilibrium diffusionles:

0
0 02 0k 06 GB 10 12 14 *6
Co C (%)

(a) Free energy — temperature diagram for Austenite andemsté of
fixed carbon concentration

(b) Free energy — composition diagram for the austenite aatdemsite
phases at the Mtemperature.

(c) Iron-carbon phase diagram with, Tas defined in (a), M and M
superimposed.

(d) M, and M inrelation to the TTT diagram for alloy £n C
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Why tetragonal Fe-C martensite?

At this point, it is worth stopping to ask why a tetragonal martensite $ommiron. The
answer has to do with the preferred site for carbon as an interstitnairity in bcc Fe.

Remember: Fe-C martensites are unusual for being so strong (& brittle)t Mvotensites

are not significantly stronger than their parent phases.

Interstitial sites:

FCC:octahedrasites radius= 0.052 nm
tetrahedrasites radius= 0.028 nm

BCC: octahedrasites radius= 0.019 nm
tetrahedre sites radius= 0.036 r

Surprisingly, it occupies the octahedral site in the bcc Fe structure, edbpismaller sizg

Carbon atom radius = 0.08 nm.

of this site (compared to the tetrahedral sites) presumably because owtha&oddulus in the

<100> directions.

One consequence of the occupation of the octahedral site in ferrite Ehéhaarbon aton
has only two nearest neighbors. Each carbon atom therefore distorts thattioa in its
vicinity. The distortion is d@etragonal distortion.

If all the carbon atoms occupy thgame type of site then the entire lattice becom
tetragonal, as in the martensitic structure.

Switching of the carbon atom between adjacent sites leads to strong irfftectiah peaks

~

1%

—

=S

at characteristic temperatures and frequencies.
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Massive vs. Martensitic Transformations

 There are two basic types difffusionless transformations.

 One is themassive transformation. In this type, a diffusionless transformation takes place

without a definite orientation relationship. The interphase boundary (betweentpand
product phases) migrates so as to allow the new phase to grow. It is, howevwalaa

transformation because the atoms move individually.

\J

 The other is thamnartensitic transformation. In this type, the change in phase involves a

definite orientation relationship because the atoms have to move in a cooddmateer,
There is always a change in shape which means that there is a strairatesb®ath the
transformatio. The strair is a genere one meanin¢ that all six (independen coefficient:

can be different.

CIVILIAN

MILITARY

Diffusion Required | Precipitation, Spinodal
Decomposition

Diffusionless Massive Transformations Martensitic Transformations
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Recovery, Recrystallization & Grain Growth
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Introduction

Plastic deformation in the temperature range {@03%) T, — COLD WORK

[ Point defects and dislocations have strain energy assodomth them

(1 -10) % of the energy expended in plastic deformation isestan the form of
strain energy (in these defects) The material becomes battery of energy..!

 The cold worked material is in a micro structurally metaktadbate.

L Depending on the severity of the cold work the dislocationsity can increase 4-6
orders of magnitude more. The material becomes strongeedsiductile.

O The cold workec materia is stronge (harder) but is brittle.

d Heating the material (typically below 0.5Jis and holding for sufficient time is a
heat treatment process called annealing.

L Depending on the temperature of annealing processes likevieey at lower
temperatures) or Recrystallization (at higher tempeeafumay take place. Durirg
these processes the material tends to go from a micro stallgtmetastable state
to a lower energy state (towards a stable state).

 Further ‘annealing’ of the recrystallized material cardi¢agrain growth.

Annealed material Sronger material

I
Iodislocaticn - (106 _109) Iodislocatim - (1012 _1014)
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Introduction

7{ T point defect densit'yér

o worc soncal

Material tends to lose

the stored strain energ

31 1 dislocation density

Increasein strength
of the material

Softening of the material

U During cold work the point defect density (vacancies, self intersitigl and dislocatior

density increase. Typical cold working techniques are rolling, forging, extruston e

U Cold working is typically done on ductile metals (e.g. Al,

Cu, Ni)

—

Low temperature

Cold workJfAnneal

\ 4

Recovery

A 4

Recrystallization

High temperature 344



Overview of processes taking place during annealing

Cold work Recovery Drivi ng forcg IS free energy stored in point defects
and dislocations

\

Driving force is free energy stored in dislocations Recrystalli zation

\

Driving forceis free energy stored in grain boundaries | Grain growth

J

T Electrical resistance | | Dljctility

T Strength | 1 Hardness

Changes occur to almost pliysicalandmechanicaproperties e



Recovery

J Recovery takes place at low temperatures of annealing
O “Apparently no change in microstructure”

(d Excess point defects created during Cold work are absorbed:
» at surface or grain boundaries
» by dislocation climb

J Random dislocations of opposite sign come together and annihilate each other

 Dislocations of same sign arrange into low energy configurations:
» Edge— Tilt boundaries
» Screw— Twist boundaries
= POLYGONIZATION

 Overall reduction in dislocation density is small

[ At the early stage of annealing of cold formed metals, externaihtakeenergy permits the
dislocations to move and form the boundaries of a polygonized subgrain structuretvehile t
dislocation density stays almost unchanged. This process also removesith&al stressgs
formed due to cold working significant. The recovering of physical and mecHanica
properties varies with the temperature and time.
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POLYGONIZATION

+ Bent crystal

POLYGONIZATION
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Recrystallization

4 TrecrystallizationD (0-3 o 0-5) ];1
O “Nucleation” and growth of new, strain free crystal

[ Nucleation of new grains in the usual sense mayadgtresent and grain boundary
migrates into a region of higher dislocation dgnsit

1 AG (recrystallization) = G (deformed material) — G (undeformed material)

1 TrecrystallizationS the temperature at whiéld %of the material recrystallizes In
hour

Region of lower

Region of higher __ dislocation density

dislocation density

Direction of grain
boundary migration
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Recrystallization

1 Deformationt = recrystallization temperature (I ajizatiod |
 Initial grain size| = recrystallization temperatute
[ High cold work + low initial grain size> finer recrystallized grains

1 cold work temperature> lower strain energy stored
= 1 recrystallization temperature

] Rate of recrystallization = exponential function@mnperature
aT = strong function of the purity of the material

recrystallization™

Trecrystallization(yery pure materials) ~ O'?%nT
Trecrystallization(lmpure) - (0-5 - 0-6) r-rl-

> TrecrystalIization(gg-999cy0 _pure Al) ~ &
Trecrystallization(commerClaI purlty) ~ 21

O The impurity atoms segregate to the grain boundary anddrekesir motion—
Solute drag (can be used to retain strength of materials at high temrest

1 Second phase particles also pin down the graindsyrduring its migration

240
=



Often the range is further subdivided into Hot, Cold and Warm working thg ifigure

d Hot Work = Plastic deformation abovegJ, ystaiiization
1 Cold Work=> Plastic deformation belowgLystajiization

~09T,
~0.8T,

-0.7T,

-06T,
~-05T,
-04T,
-0.3T,
-0.2T,
-0.1T,

HoﬂWbdl'}

“'}OM\NDW[

O When a metal is hot worked. The conditions of deformation
sucl that the sampl¢ is soft anc ductile. The effects of strair
hardening are negated by dynamic and static processesh(keep
the sample ductile)

d The lower limit of temperature for hot working is taken as 0,6

— Recrystallization temperature (~ 0.4)T

are

U The effects of strain hardening is not negated. Recovery

mechanisms involve mainly motion of point defects.
O Upper limit »0.3 T,
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Grain growth

U The interfaces in a material cost the system energy: the exas®iflergy associated Wilth
the interfaces is the interfacial free energy.

[ Grain boundaries are the interfaces between two crystallites whectifferently oriented ir]
space; the excess free energy associated with the grain boundary isathebgundary
energy.

U The grain boundary energy acts as the driving force for the movement of grain bmsndar
Hence, if a recrystallised material is further annealed, then goamsth takes place; bigger
grains grow at the cost of smaller ones. This process is known as grain growth.

[ Since the driving force for grain growth is the interfacial energy, andesthe excess energy
associated with a system due to interfaces is related to the cuadttive interface, the grain
growth is curvature driven. In Figure we shown the direction of movement of grain
boundaries and their relationship to curvature (in 2D systems).

Curvature driven growth of grains (in 2D) 351



Grain growth

3 Itis the velocity of the interface, thepi[] 4 Whexas the curvaturf 1) . More specificaII\y
r

V:MQ
r

U where M is the mobility, and” is the grain boundary energy. In terms of the diameter (D) of

the grains, dD _4My
d¢ D
U The solution to this equation is given by
D’ =D; +4Mpt

d where §jis the mean size of the grain at time t = 0 and D is the mean diameter ofahms g
in the system.

—

L Experimentally, it is found that the grain size as a function of time does falowxpressiof
of the type p = kt" ,where Kis a temperature dependent proportionality constamtiand
a number much less than 0.5. The deviation of the exponent from 0.5 is not yet clearly
understood.
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Grain growth

J Due to the differences in the driving forces foy
recrystallisation and grain growth, as shown| |
Figure the movement of the interface in these {
cases are different in character; recrystallisat
as long as the growing grain is free of strain &
eats into the strained grain, will proce
irrespective of the curvature of the gra
however, during grain growth, the movement
the interface is dependent on the curvature of
grain.

O During grain growth, the direction of moveme
of the grain boundary is completely decided
curvature. On the other hand, duri
recrystallisation it is decided by the strains in {
grains; the strained one is eaten up by the sfre
free crystal; hence, the growth can sometimes
such that the boundary moves away from |i
centre of curvature.

Sirain free

Grain Growth

Recrystallisation
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Grain growth

 Large grains have lower free energy than small grains. This is associatiedhei

reduction of the amount of grain boundary.

L Therefore, under ideal conditions, the lower energy state for a metal would ®2rages

crystal. This is driving force for grain growth.

[ Opposing this force is the rigidity of the lattice. As the temperature iser®athe
rigidity of the lattice decreases and the rate of grain growth is more rapid.

L At any given temperature there is a maximum grain size at which theseftaais are i

equilibriunr
| Heating Time
| Degree of prior deformatioh GNTJ
Grain growth | Time at temperatufe §

| Annealing temperatuie

| Insoluble impuritie$

Temperature—

Effect of temperature on recrystallize€dt grain si



Recovery Recrystallization Graingrowth

e ——— — —— — — — — — —

/ Internal stress 5 =
N i : -
R e | \\ : | Ductility
N\ < | N i
. ; AN i
/ \. | / N i i
’ N » Tensile strength
N | N .
N/ N ,
— : N :

< Cold Work> Recovery Recrystallization ﬁ

Change of properties with increased annealing temperature of a cold
worked sample. Note that there are changes in properties beyond
recrystallisation temperatures too due to grain growth.
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